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ABSTRACT.  Nowadays scientists, managers and decision makers have faced with ever increasing production of digital geospatial 
data acquired at various geometric, thematic and temporal characteristics. Geospatial information systems (GISs) have been widely 
considered to handle such a diverse range of geospatial data. One of the important issues in geospatial data management is to explore 
the relationships and future trends of the data, which is possible through geospatial data mining and knowledge discovery. Geospatial 
data mining, its need and analyses have been investigated in this paper. In addition, applications of geospatial data mining in environ-
mental data management and especially in water quality management have been introduced. Finally, regarding the abundance of indus-
trial centers in Western and Eastern Azerbaijan Provinces in North-West of Iran and their effects on water quality in this region, 
correlation between industrial pollutions and water quality indicators through geospatial data mining has been modeled as a case study. 
The results have clearly identified the relationship between number and location of industrial pollutions and water quality indicators to 
be used in environmental protection and land use planning. 
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1. Introduction  

Parallel to ever increasing uses of geospatial information 
technology (GIT), its computing environment, scope, cover-
age and volume of geospatial data are growing fast. A number 
of agencies in public and private companies involve in 
acquisition, processing and display of geospatial data. In addi-
tion, spatial data acquisition systems are evolving from speed 
and accuracy point of view. For example, remote sensing sys-
tems and global positioning systems (GPS) are used to capture 
huge amount of geospatial data. 

Increasing spatial data sharing and interoperability th- 
roughout the world have resulted availability of large amount 
of data to be used in development of spatial data infra-
structures (SDI) in a rapid and unprecedented pace. 

In spite of production of such a huge amount of spatial 
and thematic data, proper use and management of the data are 
important issues to achieve sustainable development. It has 
been clear that conventional approaches of statistical analyses 
of geospatial data in analogue form and in small amount can-
not further be efficiently implemented for digital data and in 
large volume, which are being produced nowadays. Therefore, 
conventional analysis approaches cannot be implemented to 
explore the hidden relationship between and among spatial 
data and their future trends, which are quite important 
functionalities in optimum geospatial data management. Such 
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functionalities can be efficiently employed using geospatial 
data mining and knowledge discovery. 

One of the important applications of GIS is environ-
mental data management. GIS can be used to provide scien-
tists and managers with a range of scenarios for spatial 
distribution of the data and predict future trends of the data to 
avoid possible environmental crisis. Geospatial data mining 
can be used to assess hidden relationships of the crisis and 
environmental pollutions, sources, causes and amount of 
pollutions to take necessary measures for environmental 
protection. 

In 1972 Clean Water Act established a National Pollution 
Discharge Elimination System (NPDES), which requires an 
easily revoke permit for any industry, municipality or other 
entity dumping wastes in surface water (Cunningham and 
Saigo, 1999). 

Most of those efforts have been aimed at point sources, 
especially to build or upgrade thousands of municipality sew-
age treatment plants. 

Attempts were made by Indian geographers to delineate 
‘Physical complexes’ on the principle of relationship among 
the natural elements. One study consists of 16 macro and 58 
microphysical complexes based on regional grouping of 
administrative districts (Singh, 1995). Such systems are 
considered as starting point in integrating the dimensions of 
environment with spatial monitoring and forecasting. This 
system had many problems in building a unified database due 
to increasing volume of source information. 

In 1996, the U.S. Environmental Protection Agency (EPA) 
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announced that toxic, chemical sewage or other pollutants 
contaminated about 16000 segments of surface water in U.S. 
and its territories. However, the method to compare this situa-
tion with past pollution levels and with the other countries, to 
make an efficient decision was not specified (Cunningham 
and Saigo, 1999). 

Coordination of the above-mentioned samples can be 
done in a GIS environment. Especially, when the volume of 
data is increased, geospatial data mining is an appropriate 
candidate to extract more information from such a data ware-
house. 

North-West of Iran is an industrial region where agricul-
ture and animal husbandry are well established and there are 
huge amount of underground chemical resources, too. There-
fore food, leather, chemical and mineral industries and 
population are concentrated there. Since this region is rainy 
and many rivers are originated from there, proper manage-
ment of water quality in this region is very essential for Ira-
nian Department of Environment. 

This paper is concentrated on water quality management 
using geospatial data mining in a GIS environment. Especially, 
dependency analysis which is one of the spatial data mining 
analyses is developed to find hidden relationships between 
concentrations of the above-mentioned industries, population 
and water quality parameters to assist the strategic planning to 
establish new industrial centers in this region. 

Section 2 describes data mining. In this section concept 
of data mining, its stages and analyses are introduced. In Sec-
tion 3, spatial data mining and its individual characteristics 
are mentioned. Section 4 contains reasons for water quality 
management and past efforts to use GIS in this direction. Sec-
tion 5 concentrates on the case study and explains used spatial 
and attribute data. In this section, dependency analysis is used 
to extract hidden relationships between industrial and popula-
tion concentration and water pollutant parameters. In Section 
6 the validity of achieved results are verified. Finally, Section 
7 contains conclusions and open opportunities for future 
works. 

2. Data Mining 

Every organization collects its required data to solve 
some specific problems. Indeed, these data are collected for 
specific purposes. When the existing data are hoarded (so 
called data warehouse), some extra information can be ex-
tracted form this huge amount of data. This process is known 
as data mining. In this section, fundamental aspects of data 
mining, its requirements, processes and analysis approaches 
are elaborated. 
 
2.1. Data Mining Concepts 

Data mining is an approach for information extraction 
from huge amount of data stored in a database (Miller and 
Han, 2001). The concept of data mining is illustrated in Fig-
ure 1. Recent trends in information technology (IT) and its 
growing application areas in addition to increase of available 

databases, along with the data mining are being used to ex-
tract and interpret information available in the databases, and 
explore the necessary information and their relationships to 
produce useful information/knowledge for decision making. 

Data 
Mining 

 

Figure 1. Data mining concept. 
 

In other words, data mining can be considered as an ap-
proach to determine the valid, novel, useful and ultimately 
understandable data patterns in a large database (Miller and 
Han, 2001). 

Valid means that the extracted patterns can be applied for 
new dataset as well and are not explicitly useful for the data 
based on which the relationship are derived. Novel means that 
the patterns are non-trivial and unexpected. Useful means that 
the extracted patterns can be used for future activities, be-
cause the data mining is used as a means of decision support 
systems. Finally, understandable means that discovered rela- 
tionships should be simple and interpretable. 

It has to be pointed out that data mining analyses are 
valid while having huge amount of data; otherwise, the 
achieved results may not be extended further. One solution to 
this problem is to consider data warehousing (DW) concepts 
(Jerk et al., 2000). DW can be regarded as the infrastructure 
for data mining and is a repository that integrates existing data 
in one or several databases in a corporate database. A DW 
usually exists to support strategic and scientific deci-
sion-making based on integrated and shared information. 
DWs are also used to save legacy data for library and other 
porous (Jerk et al., 2000). 

 
2.2. Data Mining Stages 

Data mining analyses follow several stages including 
data cleaning, data selection, data reduction, information 
extraction, interpretation and reporting (Miller and Han, 2001) 
as shown in Figure 2. 

Since most data are provided through observations and 
measurements, they must be checked against errors and 
distortions. Data cleaning covers cleaning of data in addition 
to removing noises and duplications. 

Data selection refers to selection of some fields and re-



F. Karimipour et al. / Journal of Environmental Informatics 5 (2) 61 - 72 (2005) 

 

63 

cords in a database in order to be used in the analysis opera-
tions as well as maintaining the data integrity to provide the 
proper results. 

Data reduction can be considered as a reselection of data. 
In this stage, volumes of the selected data are reduced from 
attribute and records point of view. Furthermore, some re-
cords are properly merged or transformed. 

At information extraction stage, the data are investigated 
to extract patterns and relationships, therefore, this is the main 
stage of a data mining process. 

Finally, at interpretation stage, the discovered patterns are 
evaluated and integrated using the essential parameters in a 
data mining process as pointed out in Section 2.1. 

 
2.3. Analyses Used in Data Mining 

There are several analyses used in data mining which are 
mainly classified as clustering, classification, dependency 
analysis and trend prediction. They are elaborated as follows 
(Miller and Han, 2001): 

 
2.3.1. Clustering 

Clustering means specifying some implicit classes in 
which the selected data are classified. In this case, the number 
of classes is not known beforehand and existing data in terms 
of specific characteristics are divided to some classes having 
similar characteristics. Some statistical approaches exist for 
clustering. These approaches recursively divide the data to 
some classes with less variances form a certain tolerance. In 
addition, the average of the elements of each class must be far 
from that of others regarding a predefined tolerance. 

However, statistical approaches for clustering face some 
computational problems while having huge amount of data. 
This problem can be solved using Artificial Neural Networks 

(ANNs) that have ability to cluster huge amount of data effi-
ciently. 

 
2.3.2. Classification 

Classification is an analysis in which some rules to 
distribute features in classes with pre-determined conditions 
exist. 

Similar to clustering, classification can be done using 
statistical approaches and AANs, too. In this case, different 
ANNs such as unsupervised networks (e.g. Kohonen) and 
supervised ones (e.g. back propagation) have been extended. 

One of the main advantages of ANNs is their ability to 
nonlinear classification, the case may be frequently occurs in 
most applications. 

 
2.3.3. Dependency Analysis 

Dependency analysis involves finding rules to predict the 
value of some attributes based on the value of other attributes 
(Ester et al., 1997, cited in Miller and Han, 2001). Depend-
ency analysis is used to determine the correlation between 
different measures (Figure 3). Regression analysis (Tobler, 
1994), decision trees and ANNs are among the dependency 
analysis approaches. 

 
2.3.4. Trend Prediction 

Trend prediction is another analysis used in data mining. 
A line or curve is fitted to the data to formulate the change 
over time in order to predict the future trend. Furthermore, 
using sequential pattern extraction, possible existing temporal 
correlation in data can be extracted. Trend prediction is a data 
mining analysis most used for time dependent data. Trend 
prediction may be done using regression analysis and ANNs. 
In addition, time series analysis is a quite appropriate ap-
proach in this area. 

 

Data 

Warehouse 

Cleaned 
data 

Selected 
data 

Extracted 
Information

Interpreted 
Information

Cleaning Selection Reduction Extraction Interpretation 

Preprocessing 

Reduced and Transformed Data 

 

Figure 2. Data mining stages. 
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Figure 3. Different dependency options. 

3. Geospatial Data Mining 

Geospatial data are data with some important positional 
components. Data in a non-spatial database are not associated 
to a certain position. However, in a spatial database there is a 
reference framework where geospatial data are associated 
with it through their coordinates. Experiences show that about 
eighty percent of existing data have some geospatial compo-
nents. Therefore, extension of the data mining concept to 

geospatial data seems quite essential. This section reviews 
data mining form a GIS perspective to determine the specific 
characteristics of geospatial data mining. 

 
3.1. Geospatial Data Mining Characteristics 

There are a number of characteristics to distinguish 
geospatial data from others. The specific characteristics of 
geospatial data necessitate more complicated analyses to be 
implemented in geospatial data mining. The mentioned char- 
acteristics of spatial data are geospatial measurement frame- 
work, spatial dependency and complex objects (Miller and 
Han, 2001). They are described below. 

 
3.1.1. Geospatial Measurement Framework 

Data used in data mining processes, are usually 
multi-dimensional which are mainly independent. However, 
spatial data in addition to multi-dimensionality, are interre-
lated in three spatial and may be one temporal dimensions 
which form a framework for other dimensions. 

 
3.1.2. Spatial Dependency 

Geospatial characteristics measured usually present a 
spatial dependency indicating the existence of some relation-
ships among some characteristics at specific locations. Spatial 
dependency causes the extracted information in one location 
may not be applicable elsewhere. The mentioned locations are 
usually proximal in Euclidian space. However, direction, 
connectivity and other geospatial attributes (e.g. terrain and 
land cover) can also affect spatial dependency (Miller and 
Han, 2000). 

 
3.1.3. Complex Objects 

Non-spatial data can be considered as a point in a data-
base. However, geospatial data cannot. Geospatial data may 
have size, shape and orientation that are important for most 
spatial analyses and incorporating of such properties in data 
mining analyses needs more complex strategies. 

 
3.2. Analyses Used in Geospatial Data Mining 

Although the analyses used in geospatial data mining 
seem similar in nature to those of data mining, they can be 
much more complex from conceptual and implementation 
point of view. These analyses include spatial clustering, spa-
tial classification, spatial dependency and spatial trend predic-
tion (Miller and Han, 2001). In these analyses at least one 
locational component has to be incorporated as a main 
parameter. Spatial dependency analysis as an example of spa-
tial data mining is implemented in this research. 

Spatial dependency analysis involves determination of 
some rules to estimate the value of one or more data using the 
value of other data while one or some of their main compo-
nents are spatial data. Such a relationship can be between a 
spatial and an attribute component or between two spatial 
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components. 
In the reminder of the paper, importance of water quality 

management and some past efforts in this area using GIS are 
investigated. In addition, a case study in GIS data mining 
applied on water quality management is introduced. 

4. The Importance of Water Resource Management 

Water is one of the most important requirements in daily 
life which contains a major parts of the earth’s hydrosphere. 
Scientific investigations regarding lack of enough water re-
sources, increase of pollution in water resources in major 
parts of the world and increase of man’s destructive activities 
affecting water resources are going to make a disaster in the 
near future. Implementation of proper and practical policies to 
evaluate the water resources through integrated exploitation, 
management and planning is vital. This is to ensure the 
availability of enough qualified water for the whole planet in 
addition to maintain the hydrologic, biologic and chemical 
ecosystem in a proper way. 

Considering the vital role of water resources in national, 
regional and global ecosystems and a number of socio- 
economic disputes currently exist especially in the Middle 
East which seems to be intensified in the near future, assess-
ment of existing situation and evaluation of the potentials of 
available water resources are vital steps for proper water 
resource management. 

Water crisis in international domain has been considered 
especially in recent years. The existence of a number of 
environmental effects such as increasing the earth temperature 
has changed the spatio-temporal distribution of rain. This will 
lead to desertification, flooding, etc. (Cunningham and Saigo, 
1999). The relationship between development and environ-
ment, population increase and the importance of maintaining 
food security are among the important challenges in water 
demand and supply management. Therefore, water supply and 
quality protection have been considered in Agenda 21 in Rio 
Conference in 1992 (www.un.org). 

The importance of water quality management forced a 
number of countries to investigate ways for pollution control. 
In this direction, GISs are among the most useful approaches. 
Recently, many efforts have been undertaken to use GISs for 
water quality assessment and management in different scales 
such as streams, rivers, lakes, seas and oceans. For example 
“The Alabama Watershed Demonstration” project links land 
use patterns and water quality through GIS (Flynn, 1999). 
Also some successful efforts about satellite and GIS tools to 
assess lake quality have been reported in University of 
Minnesota (Brezonik et al., 2002). 

In some previous researches predefined indicators and 
relationships were considered and GISs were used to manage 
these situations. However, in some cases no certain relation-
ships between parameters and their extraction have been di-
rectly reported. In such situations, some statistical analyses 
can be used which lead us to geospatial data mining. 

A number of applications of geospatial data mining in 

water quality management have been recorded in the literature 
to explore spatio-temporal dependencies between water qual-
ity measures, their sources and the trend prediction (Miller 
and Han, 2001). However, in this paper a static situation is 
considered. In the next section, dependency analysis is used to 
extract hidden relationships between water pollutant sources 
and water quality parameters. 

5. Case Study 

As a case study undertaken in this research, geospatial 
data mining for water quality management in Western and 
Eastern Azerbaijan Provinces in North-West of Iran situated 
between 44.04° to 48.50° W Longitude and 35.59° to 39.71° 
N Latitude is considered. In this region, agriculture and 
animal husbandry are well established and there are huge 
amount of underground chemical resources. Therefore food, 
leather, chemical and mineral industries as well as population 
are concentrated there. Since this region is rainy and many 
rivers are originated from there, proper management of its 
water quality is very essential for Iranian Department of 
Environment. In this section dependency analysis as one of 
the data mining analyses is used to extract hidden 
relationships and patterns between the above-mentioned 
potential source of pollutants and water quality parameters of 
existing rivers. 

The spatial data related to some rivers in the study region 
have been collected from 1:25000 maps produced by Iranian 
Department of Environment. Major rivers of the study area 
that have stations for measurement of water quality parame-
ters have been extracted. In addition, the data related to some 
cities, industrial centers including food, chemical and leather 
industries and mines have been acquired using 1:25000 topog-
raphic maps produced by Iran's National Cartographic Center 
(NNC). The acquired data are shown in Figure 4. 

In addition to major data available on quality parameters 
of industrial waste water, few data were simulated from 
neighboring and similar industries where the actual data were 
unavailable. Since the volume of waste water and kind of 
industry has a relatively direct relation, the simulated data can 
be considered as adequate approximations and they have not 
distorted the results. Attribute data are shown in Figure 5. 

For each river, number of existing distinct industrial cen-
ters and populations within a 20 kilometers radius around 
water quality measurement stations have been achieved 
through a buffer analysis and associated to the tuple of that 
river in the table shown in Figure 5 as a new column. 

A number of attribute data have been selected and 
parameters of dependency between each two of them for first, 
second and third degree polynomials and exponential curve 
calculated. Among them the best fitted curve has been speci-
fied thorough a goodness of fitness test. If at least one of the 
fitted curves was significant, then the existence of dependency 
between its two related parameters is reported. The above 
procedure is described bellow for one of the mentioned cases: 

To check the existence of dependency between popula-



F. Karimipour et al. / Journal of Environmental Informatics 5 (2) 61 - 72 (2005) 

 

  66 

tion concentration and DO (Dissolve Oxygen) (the case shows 
in Figure 6.i), first to third degree polynomials and an 
exponential curve have been fitted to population concentration 
in the selected buffer (20 km from quality parameter measure-
ment stations) and their respected DO. The calculated DO 
( D̂O ) regarding these fitted curves for each case and each 
river have been calculated. The calculated and observed value 
for DO of each river and sum of the squares of the residuals (J) 
has been calculated for each case using Equation (1) are 
shown in Table 1: 
 

2

1

ˆ( )
n

i i
i

J DO DO
=

= −∑                                (1) 

 
These parameters can be used for goodness of fitness test 

(Ford and Zanelli, 1985). The best fitted curve is selected 
where J is minimum. On the other hand, it can be proved that 
J has a Chi-square distribution with n-p degrees of freedom 
where n and p are number of observations and unknowns, 
respectively (Ford and Zanelli, 1985). Therefore its significant 
region at a confidence level α is (2): 
 

2
,n pJ αχ −<                                       (2) 

where 2
,n pαχ −  is the value of the Chi-square distribution at 

significance level α and n-p degree of freedom (df). In this 
case study, number of observations is 28 and number of un-
knowns depend on type of curve and confidence level based 
on user needs. The value of Chi-square for confidence level 
99.5% for each case have been obtained and compared with 
the calculated J to test its significance (Table 1). 

Finally the second degree polynomial ( 132 10DO p−= × −  
610 5.2792p− + ) where the calculated J is minimum (J = 

5.424) and the 2
min 0.5,25J χ< = 10.520 has been selected for 

the best fit as shown in Figure 6.i. 
This process has been done for each case and the results 

for all of the checked dependencies are shown in Figure 6 and 
elaborated in Section 6. 

6. Discussions 

The validity of achieved results have been verified and 
described further. Figures 6.a, 6.b and 6.c represent the exis-
tence of positive dependencies between inclusion of industrial 
centers and TDS (Total Dissolve Solid), BOD (Biological 
Oxygen Demand) and density of heavy metals, respectively. 
However, Figure 6.d represents the existence of a negative 
dependency between inclusions of industrial centers and DO

Iran 

 
Figure 4. The study area. 
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(a) Attribute data of water quality measurement stations. 
 

 
(b) Attribute data of cities                      (c) Attribute data of industrial centers 

                                             (e.g. chemical centers) 
  

Figure 5. The attribute data used. 
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(a) Relationship between industrial centers concentration and TDS 
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(b) Relationship between industrial centers concentration and BOD5 
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(c) Relationship between industrial centers concentration and Mental Densification 

 
Figure 6. The results of dependency analyses. 



F. Karimipour et al. / Journal of Environmental Informatics 5 (2) 61 - 72 (2005) 

 

69 

y = -0.0178x2 + 0.0339x + 4.8758

3

3.5

4

4.5

5

5.5

6

6.5

0 1 2 3 4 5 6 7 8

Industrial centers concentration

D
O

 (m
g/

l)

 
(d) Relationship between industrial centers concentration and DO 
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(e) Relationship between industrial centers concentration and PH 
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(f) Relationship between Mines concentration and PH 

 

Figure 6. The results of dependency analyses (Cont.). 
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(g) Relationship between population concentration and TDS 
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(h) Relationship between population concentration and PH 
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(i) Relationship between population concentration and DO 

 

Figure 6. The results of dependency analyses (Cont.).
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(Dissolved Oxygen). Experiments confirm these results, too. 
Waste water of industries in the study area has significant 
pollutants of these parameters and therefore concentration of 
industrial centers increases these types of pollutants in the 
rivers. It is notable that the amount of DO and water pollution 
have a reverse relation, that is decrease of DO increases the 
water pollution. 

Figure 6.e illustrates no dependency between inclusions 
of industrial centers and PH value of water. Industrial centers 
of this region do not have PH pollutant and amount of PH of 
their waste water does not have a significant trend and there-
fore concentration of industrial centers does not affect PH of 
the rivers. 

On the other hand, Figure 6.f represents existence of a 
positive dependency between the amount of mine concentra-
tion and PH value of water. Mine of this region are alkali and 
therefore concentration of them increases the amount of PH of 
the rivers. 

Figure 6.g illustrates the existence of a positive depend-
ency between the amount of population concentration and 
TDS. Finally, Figures 6.h and 6.i represent the existence of 
negative dependencies between the amounts of population 
concentration, PH and DO values of water, respectively. Both 
increase of TDS and decrease of DO imply the pollution of 
water. There is no information about these pollution parame-
ters of cities in the study area, however, these dependencies 

Table 1. Calculations of Function of Dependency, Goodness of Fitness Test and its Significant for DO Given Its Relation to 
Population Concentration 

First Degree Polynomial Second Degree Polynomial Third Degree Polynomial Exponential Population 
Con. 

DO 
OD̂  2)ˆ( ODDO −  OD̂  2)ˆ( ODDO −  OD̂  2)ˆ( ODDO −  OD̂  2)ˆ( ODDO −  

205000 4.5 5.000 0.250 5.083 0.339 4.974 0.224 4.961 0.213 
900000 4.6 4.722 0.015 4.541 0.003 4.209 0.153 4.628 0.001 
150000 4.7 5.022 0.104 5.134 0.188 5.101 0.161 4.988 0.083 
190000 4.7 5.006 0.094 5.096 0.157 5.007 0.094 4.968 0.072 
0 6.3 5.082 1.483 5.279 1.042 5.507 0.629 5.064 1.528 
110000 5.9 5.038 0.743 5.172 0.531 5.201 0.489 5.008 0.795 
600000 4.4 4.842 0.196 4.751 0.123 4.362 0.001 4.769 0.136 
400000 4.6 4.922 0.104 4.911 0.097 4.608 0.000 4.865 0.070 
40000 4.8 5.066 0.071 5.240 0.193 5.390 0.349 5.044 0.059 
50000 6.1 5.062 1.077 5.230 0.757 5.362 0.544 5.039 1.127 
250000 4.9 4.982 0.007 5.042 0.020 4.878 0.001 4.939 0.002 
250000 5.2 4.982 0.047 5.042 0.025 4.878 0.104 4.939 0.068 
240000 5 4.986 0.000 5.051 0.003 4.898 0.010 4.944 0.003 
200000 4.7 5.002 0.091 5.087 0.150 4.985 0.081 4.964 0.069 
300000 4.8 4.962 0.026 4.997 0.039 4.779 0.000 4.914 0.013 
3400000 3.8 3.722 0.006 4.191 0.153 6.636 8.043 3.604 0.038 
350000 4.5 4.942 0.196 4.954 0.206 4.689 0.036 4.890 0.152 
215000 4.6 4.996 0.157 5.073 0.224 4.952 0.124 4.956 0.127 
300000 4.8 4.962 0.026 4.997 0.039 4.779 0.000 4.914 0.013 
1350000 4.5 4.542 0.002 4.294 0.043 4.364 0.018 4.424 0.006 
700000 4.7 4.802 0.010 4.677 0.001 4.284 0.173 4.721 0.000 
150000 5.8 5.022 0.605 5.134 0.444 5.101 0.488 4.988 0.659 
2600000 4.1 4.042 0.003 4.031 0.005 5.954 3.439 3.904 0.038 
565000 4.4 4.856 0.208 4.778 0.143 4.397 0.000 4.786 0.149 
1040000 4.6 4.666 0.004 4.456 0.021 4.213 0.150 4.564 0.001 
550000 4.5 4.862 0.131 4.790 0.084 4.412 0.008 4.793 0.086 
230000 4.5 4.990 0.240 5.060 0.313 4.919 0.176 4.949 0.201 
170000 5.4 5.014 0.149 5.115 0.081 5.054 0.120 4.978 0.178 

J  6.046 5.424 15.616 5.887 

df%,5.0
2χ  11.160 10.520 9.88 11.160 

df  26 25 24 26 
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may be as a result of existence of such pollutions in the waste 
water of the cities and therefore concentration of the popula-
tions increases the pollution of the rivers. 

Some environmental parameters, which have not been 
considered at this stage of the research, could affect the results. 
For example, the high value of BOD in a river could be due to 
the existence of alga which increases the value of oxygen 
through oxygen production representing a high value of BOD 
in a river in an unexpected way. 

7. Conclusions and Future Works 

This paper provided a brief review on geospatial data 
mining, the need and required analyses to address the impor-
tance of water quality management. Some applications of data 
mining technique have been tested. 

Due to the importance of water quality management and 
increase volume of its databases, the use of new methods for 
database management and information extraction is unavoid-
able. However, considering the importance of spatial compo-
nent in water quality management, the use of GIS and geospa-
tial data mining for information extraction is essential. 

The achieved results regarding the spatial distribution of 
water quality parameters can be used for industrial site selec-
tion in master planning stage. In this case any proposed indus-
trial center will be checked against its associated water quality 
parameters and the construction permission will be assigned 
provided the quality parameters do not exceed the accepted 
threshold. 

Although, lack of qualified and complete dataset required 
was one of the major problems faced in this research, the re-
sults proved the suitability of geospatial data mining for water 
quality management. 

In addition, regarding the statistical nature of geospatial 
data mining analyses, existence of more qualified and com-
plete datasets in the database, could lead to better results. 

As discussed before, all industrial centers in the study 
area within a 20 km buffer zone selected on the basis of trial 
and error are considered. To improve the buffer zone selected, 
water body of each river can be determined and the industrial 
centers located within the zone considered. 

In this paper, static data with no temporal components 
were used. However, with the evolution of temporal GISs 
recording spatio-temporal water resource data, some results 
can be provided to better evaluate the existing situation and 
predict the future trend. 
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