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ABSTRACT.  To confirm the significance of reduced inorganic species in nature, it is important to develop sensitive and selective 
analytical techniques to detect these species in complex environmental matrices. As a model application, we report on the successful 
use of fractional factorial and Box-Behnken designs in factor screening, optimization and validation of an on-line flow-injection 
method for the determination of phosphite [P(+III)] in aqueous samples. Fractional factorial results indicated that the combined KI, 
KIO3 and ammonium molybdate flow rates, reaction temperature and KIO3 concentration were the most important single effects. The 
main interactive effects were between flow rate and reaction temperature, and between sample volume and reaction temperature. The 
Box-Behnken design further optimized the response with results confirming the significant single effects of flow rate and temperature 
as well as the interactive effects between flow rate and reaction temperature. Overall, the model from the Box-Behnken design 
predicted critical values as: flow rate = 0.40 mL·min-1, reaction temperature = 47 oC, sample volume = 85 μL, KI reagent concentration 
= 1.06 g·L-1 and KIO3 reagent concentration = 0.29 g·L-1. P(+III) determinations in spiked ultra-pure water were performed using the 
predicted optimized values from the Box-Behnken design and compared favorably with experimental results. In addition, the potential 
use of such methodology in the development of sensitive laboratory and field-based methods for the detection of a suite of reduced 
inorganic species in complex matrices was discussed. 
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1. Introduction  

Recent developments have suggested significant roles for 
reduced inorganic species (e.g. arsenite, phosphite, sulphide) 
in metabolic processes and raises interesting questions regard- 
ing the biogeochemistry of these species in the environment 
(Salmassi et al., 2002; Macur et al., 2004; Morton and 
Edwards, 2005; Hanrahan et al., 2005a; Kim and Kim, 2006). 
Reduced phosphorus (P) compounds, in particular, have re- 
ceived considerable attention due to their detection in anaero- 
bic sediments, sewage treatment facilities and increased use in 
industrial and agricultural processes leading to waste products 
(Morton and Edwards, 2005). Research has been conducted to 
provide an understanding of how P is cycled through the en- 
vironment (Hanrahan et al., 2001; Gardolinski et al., 2004; 
Turner and Newman, 2006). However, a true understanding of 
the dynamics of P in the natural environment requires ex- 
panded knowledge of its oxidation-reduction (redox) cycling. 
Until recently, it had been assumed that the P species do not 
undergo redox reactions in the environment and exist solely in 
the phosphate, organic P esters (P-O-C bonds) and colloidal 
complex forms in aqueous systems (Delaney, 1998). 

                                                        
  * Corresponding author: ghanrah@calstatela.edu 

It is possible that reduced P compounds such as phos- 
phite [ −2

3HPO , P(+III)] are important in the overall cycling of  
P, but their lifetimes may be too short to measure significant 
concentrations days or even hours after removing the samples 
from their natural environments for laboratory analysis. It is 
thus important to develop sensitive and selective analytical 
methods (with future potential for in situ or field-based de- 
ployments) of detection to help elucidate the role of reduced P 
species in natural systems. 

To help address these issues, we have recently developed 
new batch and flow injection (FI) on-line methods for the 
determination of P(+III) based on the oxidation of P(+III) to 
P(+V) by a mixed-iodide solution containing tri-iodide (I3

-) 
and penta-iodide (I5

-) subunits (Barco et al., 2006). To date, 
the iodide methods presented above have not been developed 
for the determination of P(+III) in aqueous samples. Consi- 
dering the significant role for phosphite and reduced P in mi- 
crobiology and their possibly significant roles in the environ- 
ment, sensitive techniques are necessary for the determina- 
tion of P(+III). Given the generic and adaptive nature of both 
methods, it is believed that other analytes [e.g. P(+I), As(+III)] 
can be detected. In order to develop such methods and deter- 
mine if full optimization has been achieved, proper experi- 
mental design and optimization techniques considering all the 
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factors and their possible interactions must be performed. 
Chemometric experimental design and optimization tools 

can be used to systematically evaluate and better understand 
the factors that influence a particular system by means of 
statistical approaches. Such approaches combine theoretical 
knowledge of experimental designs and a working knowledge 
of the particular factors to be studied. Fractional factorial 
designs are arguably the most widely used designs in experi- 
mental investigations, and mainly used for the screening por- 
tion of experiments. Such designs are good alternatives to a 
full factorial design, especially in the initial stage of a project, 
and considered a carefully prescribed and representative sub- 
set of a full factorial design (Araujo and Brereton, 1996; Otto, 
1999; Hanrahan et al., 2005b). In fractional factorial designs, 
the number of experiments is reduced by a number p accor- 
ding to a 2k-p design. In the most commonly employed frac- 
tional design, the half-fraction design (p = 1), exactly one half 
of the experiments of a full design are performed. The frac- 
tional factorial design is based on an algebraic method of cal- 
culating the contributions of factors to the total variance with 
less than a full factorial number of experiments. Such designs 
are useful when the number of potential factors are relatively 
large [as examined in this study (n = 5 factors)] because they 
reduce the total number of runs required for the overall ex- 
periment. 

Response surface methodology is designed to allow in- 
vestigators estimating interactions, and therefore giving them 
an idea of the shape of the response surface they are studying. 
This approach is often used when simple linear and interac- 
tion models are not adequate, e.g. experimentation far from 
the region of optimum conditions (Meyers, 1971; Box et al., 
1987). Here, the experimenter can expect the curvature to be 
more prevalent and will need a mathematical model which 
can represent the curvature. The simplest such model has the 
quadratic form (Equation 1): 

 
2
222

2
111211222110 XXXXXX ββββββ +++++=Υ         (1) 

 
which contains linear terms for all factors, squared terms for 
all factors, and products of all pairs of factors. In this study, 
for example, X1 and X2 terms correspond to reaction tempera- 
ture and flow as they relate to predicting absorbance. In the 
above equation β is the coefficient, akin to a regression coeffi- 
cient. In other words it gives a measure of the rate of change 
in absorbance per unit change in reaction temperature or flow. 

The Box-Behnken design is considered as an efficient 
option in response surface methodology and an ideal alterna- 
tive to central composite designs (Deming and Morgan, 1993; 
Goupy, 1993). It has three levels per factor, but avoids the 
corners of the space, and fills in the combinations of center 
and extreme levels (Figure 1). Overall, it combines a frac- 
tional factorial with incomplete block designs to avoid the 
extreme vertices and to present an approximately rotatable 
design with only three levels per factor (Deming and Morgan, 
1993). 
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Figure 1. Box-Behnken design with three levels per factor 
(from Hanrahan et al., 2005b with permission of Elsevier).  
 

In combination, these two strategies can help in optimiz- 
ing FI experimental procedures in a reduced number of stu- 
dies as well as providing essential information for appropri- 
ate decisions of the future of said procedure. This approach is 
opposite to the classical univariate approach. Univariate me- 
thods are time consuming (especially when multiple factors 
are being considered as in the described FI method) in that the 
response is investigated for each factor while all other factors 
are held at a constant level. This approach is relatively simple 
and suitable for factors that are independent. However, uni- 
variate methods do not take interactive effects between factors 
into account. If the effects are additive in nature, then the ex- 
perimental designs are the optimum choice and require fewer 
measurements. A number of informative reviews and books 
(Brown and Bear, 1993; Araujo and Brereton, 1996; Gonźalez, 
1998; Lundstedt, 1998; Festing, 2003; Gooding, 2004; Gem- 
perline, 2006; Hanrahan and Lu, 2006a) and original research 
articles (Zougagh et al., 2000; Izgi et al., 2000; Chen et al., 
2001; Halliwell and Cass, 2001; Massumi et al., 2002; Van- 
necke et al., 2002; Rueda et al., 2003; Sanz et al., 2003; Klous 
et al., 2004; Hashemi et al., 2005; Hanrahan et al., 2006b) 
provide detailed information and applications of such techni- 
ques.  

The purpose of this paper is to show the successful use of 
experimental design and response surface methodology in the 
optimization of a newly developed on-line method for the de- 
termination of P(+III) in aqueous samples. The applicability 
of the initial on-line method has been shown in the P(+III) 
determination of aqueous samples (Barco et al., 2006) using a 
univariate optimization approach. In this paper, the fractional 
factorial and Box-Behnken designs were employed to deter- 
mine which factors (and their interactions) had the greatest 
influence on instrumental response. Results of each design 
and on-line method performance based on the optimized mo- 
del are presented. In addition, future work involving the use 
of such designs in the development of in situ and field-based 
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methods in the geothermal waters is considered. Overall, this 
work paves the way for the development of additional opti- 
mized on-line laboratory methods to detect other reduced in- 
organic species of interest. 

2. Materials and Methods 

2.1. Instrumentation 
Experiments were conducted using a modified FIAlab 

Sequential Injection/Flow Injection Analysis unit (FIAlab Ins- 
truments, Model 3500) previously described in Barco et al. 
(2006). The optimized manifold used is shown in Figure 2 and 
consisted of a miniature fiber-optic spectrometer (Ocean Op- 
tics Inc., Dunedin, FL) with two 1024 element linear CCD ar- 
rays, a miniature halogen lamp (LS-1 Ocean Optics Inc., 
Dunedin, FL), a Lab-on-Valve micro channel multipurpose 
flow cell and an external water bath. PTFE tubing (Upchurch 
Scientific, Oak Harbor, WA, 0.8 mm i.d.) was used in all flui- 
dic connections. 

 
2.2. Chemicals and Reagents 

All chemicals used were of analytical reagent grade and 
prepared with ultra-pure water (Millipore, 18.0 MΩ). All con- 
tainers, bottles and glassware used during this study were 
soaked overnight in a solution of HCl (10% v/v) and rinsed 
three times with ultra-pure water and dried at room tempera- 
ture. The potassium iodide (KI, Sigma) and potassium iodate 
(KIO3, Mallinckrodt) solutions were prepared in ultra-pure 
water according to the concentration levels used in both the 
fractional factorial and Box-Behnken designs. The ammonium 
molybdate solution was prepared by dissolving 10 g of ammo- 
nium molybdate (Fisher) and 28 mL of H2SO4 into 1L of 
ultra-pure water. The ascorbic acid (Fisher) solution was pre- 
pared by dissolving 5 g into 100 mL of ultra-pure water. P 
(+III) working standards in the range of 1.0 to 25 μM were 
prepared daily from a stock 500 μM Na2(PHO3)·5H2O solu- 
tion for calibration experiments. A 10 μM P (+III) standard 
was used for all fractional factorial and Box-Behnken design 
experiments. 

 
2.3. Colorimetric Reactions  

In the batch method the oxidation of P(+III) consumes 
free I3

- and I5
- in solution. The remaining I3

- and I5
- subunits 

are then allowed to react with the amylose content in starch to 
form a blue complex, which has a λmax of 580 nm. The on-line 
method employs the same reaction between the P(+III) and 
mixed-iodide producing phosphate [P(+V)] that is determined 
spectrophotometrically by a variation in the molybdenum blue 
method (Murphy and Riley, 1962) employing ascorbic acid at 
a λmax of 710 nm. 

 
2.4. Experimental Design and Optimization 

Preliminary experiments carried out using our initial uni- 
variate optimization approach (Barco et al., 2006) included 
the following variables: coil length, ascorbic acid concentra- 

tion and flow rate, ammonium molybdate concentration, com- 
bined KI, KIO3 and ammonium molybdate flow rates (0.42 
mL min-1 each in initial studies), reaction temperature, sample 
volume and KI and KIO3 concentrations. From these studies 
sample volume, reaction temperature, combined KI, KIO3 and 
ammonium molybdate flow rates and KI and KIO3 concentra- 
tions were found to influence absorbance response appreci- 
ably. 

In the present work, these five factors were chosen and 
tested at two levels in a fractional factorial design and three 
levels in a Box-Behnken design to achieve optimum condi- 
tions for P(+III) determination by the newly developed on- 
line method. The design matrix generated for the fractional 
factorial study (25-1 = 16 experiments) is shown in Table 1. 
The design matrix generated for the Box-Behnken study (46 
experiments) is shown in Table 2. Here, three center point ex- 
periments were incorporated to compute an estimate of the er- 
ror term that does not depend on the fitted model. After gene- 
rating the quadratic form (Equation 1) for the Box-Behnken 
relating the factors presented in Table 2, the process was opti- 
mized for the response (Y). Optimization was performed to 
obtain the levels of X1 - X5 (see specific model in section 3.2.) 
that maximized (highest absorbance) Y. 

Our data were analyzed in JMP (SAS Institute) statistical 
software. In both the fractional factorial and Box-Behnken de- 
signs statistical significance was calculated in Analysis of 
Variance (ANOVA) models that were estimated and run up to 
their first order interaction terms. ANOVA for a linear regress- 
ion partitions the total variation of a sample into components. 
These components are then used to compute an F-ratio that 
evaluates the effectiveness of the model. If the probability 
associated with the F-ratio is small, then the model is consi- 
dered a better statistical fit for the data than the response mean 
alone. In our calculations we assumed that higher order inter- 
action terms did not contribute significantly to the behavior of 
our statistical model. In each of our designs experiments were 
replicated three times so as to reduce the type I error rate and 
increase the power of our analyses. 

As quality control, daily calibrations [0 to 25 µM P(+III) 
standards prepared in ultra-pure water] and intercomparison 
studies were performed (see section 3.4 for results). For the 
intercomparison study, the optimized FI method was com- 
pared to the batch method (reported in Barco et al., 2006) 
using spiked [10 μM P(+III)] ultra-pure water samples. 

3. Results and Discussion 

3.1. Fractional Factorial Design 
A fractional factorial design was used as the first optimi- 

zation step. This initial approach is justified by the fact that, if 
we are far from the optimum, the most important data we 
need is that which indicates the direction in which to move in 
order to improve the response. When experiments were rank- 
ed according to highest response (Table 1), we noticed that 
experiments 7 gave us the largest absorbance reading (0.0358), 
followed by experiment 3 (0.0343) and experiment 4 (0.0256). 
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Figure 2. Schematic of the optimized FI manifold for the determination of phosphite in spiked ultra-pure water 
samples (modified from Barco et. al., 2006 with permission from Elsevier). 

 
 
 
Table 1. Fractional Factorial Design Matrix with Instrumental Response in Spiked Ultra-Pure Water Samples 

Experiment Flow Rate 
(mL·min-1) 

Reaction 
Temperature 

(oC) 

Sample Volume 
( mL·min-1) 

KI Concentration 
(g·L-1) 

KIO3 
Concentration 

(g·L-1) 

Mean Response 
(Absorbance)  

(n = 3) 

1 - - - - - 0.0128 

2 + - - - - 0.0091 

3 - + - - - 0.0343 

4 + + - - - 0.0256 

5 - - + - - 0.0181 

6 + - + - - 0.0207 

7 - + + - - 0.0358 

8 + + + - - 0.0167 

9 - - - + - 0.0155 

10 + - - + + 0.0135 

11 - + - + + 0.0202 

12 + + - + + 0.0147 

13 - - + + + 0.0104 

14 + - + + + 0.0079 

15 - + + + + 0.0126 

16 + + + + + 0.0125 

* Flow rate: (-) = 0.30 mL·min-1, (+) = 0.70 mL·min-1; Reaction Temperature: (-) = 40 oC, (+) = 60 oC; Sample Volume: (-) = 50 µL, (+) = 110 µL;  
KI Concentration: (-) = 0.50 g·L-1, (+) = 1.50 g·L-1; KIO3 Concentration: (-) = 0.10 g·L-1, (+) = 0.40 g·L-1.
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Table 2. Box-Behnken Design Matrix with Instrumental Response in Spiked Ultra-Pure Water Samples 

Experiment Flow Rate 
(mL·min-1) 

Reaction 
Temperature  

(oC) 

Sample 
Volume 

( mL·min-1) 

KI  
Concentration 

(g·L-1) 

KIO3 
Concentration 

(g·L-1) 

Mean Response 
(Absorbance)  

(n = 3) 

1 - - 0 0 0 0.0143 
2 + - 0 0 0 0.0103 
3 - + 0 0 0 0.0235 
4 + + 0 0 0 0.0137 
5 0 0 - - 0 0.0298 
6 0 0 + - 0 0.0304 
7 0 0 - + 0 0.0263 
8 0 0 + + 0 0.0345 
9 0 - 0 0 - 0.0130 
10 0 + 0 0 - 0.0297 
11 0 - 0 0 + 0.0131 
12 0 + 0 0 + 0.0234 
13 - 0 - 0 0 0.0129 
14 + 0 - 0 0 0.0143 
15 - 0 + 0 0 0.0258 
16 + 0 + 0 0 0.0279 
17 0 0 0 - - 0.0273 
18 0 0 0 + - 0.0387 
19 0 0 0 - + 0.0370 
20 0 0 0 + + 0.0381 
21 0 0 0 0 0 0.0398 
22 0 0 0 0 0 0.0397 
24 0 - - 0 0 0.0205 
25 0 + - 0 0 0.0224 
26 0 - + 0 0 0.0234 
27 0 + + 0 0 0.0250 
28 - 0 0 - 0 0.0267 
29 + 0 0 - 0 0.0297 
30 - 0 0 + 0 0.0305 
31 + 0 0 + 0 0.0305 
32 0 0 - 0 - 0.0273 
33 0 0 + 0 - 0.0302 
34 0 0 - 0 + 0.0286 
35 0 0 + 0 + 0.0362 
36 - 0 0 0 - 0.0313 
37 + 0 0 0 - 0.0375 
38 - 0 0 0 + 0.0320 
39 + 0 0 0 + 0.0371 
40 0 - 0 - 0 0.0244 
41 0 + 0 - 0 0.0255 
42 0 - 0 + 0 0.0280 
43 0 + 0 + 0 0.0341 
44 0 0 0 0 0 0.0397 
45 0 0 0 0 0 0.0394 
46 0 0 0 0 0 0.0400 

* Flow rate: (-) = 0.30 mL·min-1, (0) = 0.5 mL·min-1, (+) = 0.70 mL·min-1; Reaction Temperature: (-) = 40 oC, (0) = 50 oC, (+)= 60 oC; Sample 
Volume: (-) = 50 µL, (0) = 80 µL, (+) = 110 µL; KI Concentration: (-) = 0.10 g·L-1, (0) = 0.25 g·L-1, (+) = 0.40 g·L-1; KIO3 Concentration: (-) = 
0.50 g·L-1, (0) = 1.0 g·L-1, (+) = 1.50 g·L-1.
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It was not immediately clear which factors contributed greatly, 
although our initial suspicions were reaction temperature, KI 
and KIO3 concentrations due to common levels for each of 
these factors in all three experiments. When examining the 
ANOVA results (Table 3), the most significant single effect 
was flow rate followed by reaction temperature. Interestingly, 
KIO3 was also fairly significant as an individual term but did 
not have substantial interactions with any other of the inde- 
pendent variables in the model. Among the interaction terms, 
flow rate/reaction temperature and sample volume/ reaction 
temperature were predicted to have the greatest effect on ab- 
sorbance measurements in the fractional factorial design as 
they contributed the most to total variation in the model. 
Additionally, their p-values suggest that there is less than a 
1% chance that the result is simply due to chance alone, a type 
I error. 
 
Table 3. ANOVA Results for the Fractional Factorial Design 

Source of 
Variation 

DF Sum of 
Squares 

f-ratio p-value

Flow  1 0.000361 4.54 <.0001
Temp 1 0.000562 9.97 <.0001
Sample Volume 1 0.000384 0.48 0.6346
KI 1 0.001382 0.00 1.0000
KIO3 1 0.001505 3.33 0.0020
Flow/Temp 1 0.000503 5.28 <.0001
Flow/Sample 
Volume 

1 0.000000 0.68 0.5020

Flow/KI 1 0.000281 3.31 0.0021
Flow/KIO3 1 0.000000 0.00 1.0000
Temp/Sample 
Volume 

1 0.000461 4.40 <.0001

Temp/KI 1 0.000392 4.05 0.0003
Temp/KIO3 1 0.000000 0.00 1.0000
Sample 
Volume/KI 

1 0.000251 2.13 0.0405

Sample 
Volume/KIO3 

1 0.000000 0.00 1.0000

KI/KIO3 1 0.000000 0.00 1.0000
Error 36 0.000305   
r2

adj 0.7321    
Root mean square 0.0291    
Mean of responses 0.0175    

 

3.2. Box-Behnken Design 
Fractional factorial designs have been shown to have a 

major limitation, in that the main effects are often confounded 
with interaction terms (Araujo and Brereton, 1996). Taking 
this into account, along with the results achieved from the 
fractional factorial design, experiments aiming to determine if 
further optimization could be achieved were performed by a 
Box-Behnken design. As shown in Table 2, the three center 
point experiments (21, 22 and 23) gave the highest response 

(mean = 0.0398), an increase of 0.004 absorbance units ob- 
tained from the fractional factorial design. ANOVA results 
(Table 4) revealed a significant interaction term between flow 
rate and reaction temperature. Though each term was signifi- 
cant separately (with reaction temperature having the greatest 
single effect), the noticeable interaction between the two fac- 
tors suggests that the observed absorbance values were the 
product of the two terms (Table 4). Both the estimated f-ratio 
and sum of squares suggest that this interaction term contri- 
buted the greatest amount of variation in our model. Again, 
the p-value suggests that there is less than a 1% chance that 
our observed values were due to chance alone. A post-hoc re- 
view of our model revealed optimum critical values of flow 
rate = 0.40 mL·min-1, reaction temperature = 47 oC, sample 
volume = 85 μL, KI reagent concentration = 1.06 g·L-1 and 
KIO3 reagent concentration = 0.29 g·L-1. Under the model op- 
timized conditions, an absorbance value of 0.0366 A.U. [using 
a 10 μM P (+III) standard] was predicted, twice the value 
(0.0181 A.U.) of three previous pooled experimental runs of 
the same standard (Barco et al., 2006). 

 
Table 4. ANOVA Results for the Box-Behnken Design 

Source of Variation DF Sum of 
Squares 

f-ratio p-value

Flow 1 0.003252 4.48 0.0363
Temp 1 0.005514 7.60 0.0068
Sample Volume 1 0.000470 0.64 0.4224
KI 1 0.000180 0.24 0.6183
KIO3 1 0.000024 0.03 0.8532
Flow/Flow 1 0.000031 0.04 0.8345
Flow/Temp 1 0.009964 13.7 0.0003
Temp/Temp 1 0.000789 1.08 0.2989
Flow/Sample Volume 1 0.000000 0.00 0.9787
Temp/Sample Volume 1 0.000000 0.00 0.9923
Sample 
Volume/Sample 
Volume 

1 0.002606 3.59 0.0604

Flow/KI 1 0.000006 0.00 0.9241
Temp/KI 1 0.000019 0.02 0.8717
Sample Volume/KI 1 0.000029 0.04 0.8398
KI/KI 1 0.000346 0.47 0.4907
Flow/KIO3 1 0.000004 0.00 0.9395
Temp/KIO3 1 0.000031 0.04 0.8364
Sample Volume/KIO3 1 0.000016 0.02 0.8801
KI/KIO3 1 0.000077 0.10 0.7443
KIO3/KIO3 1 0.000596 0.82 0.3664
Error 117 0.084827   
r2

adj 0.9103    
Root mean square 0.0269    
Mean of responses 0.0283    

 
The quadratic model from the Box-Behnken design al- 

lowed us to generate a response surface image and its asso- 
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ciated contour lines for the main interaction flow rate/reaction 
temperature (Figure 3). Our generalized model, with interact- 
tion terms, was estimated as (Equation 2):  

 
Y = β0 + β1T + β2F + β12TF + β11T2 + β 22F2            (2) 

 
where β1 = coefficient for reaction temperature (–0.000055), 
β2 = coefficient for flow (–0.027552), β12 = coefficient for 
interaction between reaction temperature and sample volume 
(0.0144083), β11 = coefficient for reaction temperature squa- 
red (3.025 × 10-9), β22 = coefficient for flow squared (0.0008), 
T = reaction temperature (46.840905), F = flow (0.4006), T2 = 
2194.07, F2 = 0.0016. 

In Figure 3, it can be shown that appreciable variations in 
the response surface function occurs only when the two speci- 
fied factors are varied. At higher flow rates it appears that a 
larger range of reaction temperatures can be tolerated, with a 
range of approximately 50 to 60 oC. Ideally, reaction tempera- 
ture should not be excessively high due to difficulties caused 
by the decrease of gas solubility in the heated solution. Gas 
evolution can cause bubbles within the tubing and ultimately 
affect the measurement signal. Overall, the interaction be- 
tween flow rate and reaction temperature resulted in an im- 
proved absorbance measurement. The remaining independ- 
ent variables, sample volume, KI and KIO3, were not signifi- 
cant in our model (Table 4), thus suggesting that our absorb- 
ance measurements should be relatively insensitive to vari- 
ation in these terms. All interpretations of the response surface 
data illustrated how the equation and the computed confi- 
dence values were represented by the theoretical response sur- 
faces. The dominance of particular terms could then be identi- 
fied and used in the procedure of the analytical method de- 
scribed. 

 

 
 

Figure 3. Box-Behnken generated response surface image 
for the main interaction flow rate/reaction temperature.  

3.3. Experimental vs Predicted Model Comparisons 
A series of five experimental runs [spiked 10 µM P(+III) 

ultra-pure water, in triplicate] over a five day period at the 
optimum predicted Box-Behnken model values were con- 
ducted and the percentage difference from the predicted ab- 
sorbance (0.0366 A.U.) was calculated (Table 5). Overall, ex- 
perimental runs compared favorably (typically < 5.0% dif- 
ference) to model predicted values with good reproducibility 
[relative standard deviation (R.S.D.) < 1.99%, n = 3]. These 
results indicate how successful this two-pronged chemometric 
approach can be in predicting the optimum values for FI ex- 
perimental conditions. 

 
3.4. Method Performance 

In order to assess the performance of our optimized me- 
thod, a series of three calibration studies using P (+III) spiked 
ultra-pure waters samples were performed. Replicate inject- 
tions of standards ranging from 0 to 25 μM was typically < 
3.5% R.S.D. (n = 3) with linear regression coefficients of r2 = 
0.9983. The limit of detection (LOD) for the optimized me- 
thod (0.13 μM) was determined as the analyte concentration 
giving a signal equal to the blank signal, yb, plus three times 
the standard deviation of the blank, sb. This is a significant 
improvement over previous univariate attempts (LOD = 0.36 
μM). Overall, a linear range of 0 to 50 μM was achieved with 
an analysis rate of 45 samples h-1. An intercomparison study 
between the optimized on-line method and the batch method 
on spiked [10μM P(+III)] ultra-pure water samples was also 
undertaken (Barco et al., 2006). Statistically, a paired t-test 
showed no significant differences at p = 0.05 (the critical va- 
lue of |t| was 2.57 and the calculated value of |t| was 1.99). 
These results indicate that the innovative use of the response 
surface approach provided sensitive and accurate results for 
the determination of P(+III). Optimized conditions were achi- 
eved in a reduced number of experiments compared to what 
would have been achievable in traditional univariate methods. 

 
3.5. Interference Studies 

Extensive interference studies were previously performed 
on the chemistry developed (Barco et al., 2006). Here, we 
prepared solutions of reduced species relevant to natural wa- 
ters: As(+III), N(+III) and S(+IV). The effect of each of these 
species was tested at concentrations mimicking the concen- 
tration of P(+III) in solution (5 and 25 μM). Additionally, oxi- 
dized forms of these elements [As(+V), N(+V), and S(+VI) 
were also tested under similar conditions. As(+III) and S(+IV) 
presented significant interferences by behaving similarly to 
P(+III) in solution. These interferences were removed by pre- 
treating 10 mL of the sample with 40 μL of 0.01M potassium 
permanganate (KMnO4) which effectively and simultaneously 
oxidized As(+III) and S(+IV). 

Ultimately, we plan to use these methods for the detec- 
tion of P(+III) [and other reduced inorganic species] in geo- 
thermal waters (e.g. hot springs), naturally occurring reducing 
environments that may be ideal locations for the detection of 
reduced inorganic species (McDowell et al., 2004). This work 
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will require more extensive examination of the possible inter- 
ference from P(+IV) [in the case of P(+III) determination] and 
others depending on the analyte of interest. In the case of 
P(+III), it is recommended that we determine this species by 
the difference between the P(+V) found before and after the 
oxidation of P(+III) due to the presence of background P(+V) 
levels in the geothermal water matrix. Future studies will ex- 
plore this extensively.  

4. Conclusions 

To confirm the significance of reduced inorganic species 
in nature, it is important to develop sensitive and selective 
analytical techniques to detect these species in complex ma- 
trices. As shown in this paper, adoption of experimental de- 
sign and response surface modeling can significantly aid in 
this type of development. As a model study, we report the suc- 
cessful use of fractional factorial and Box-Behnken designs in 
screening, optimization and validation of a newly developed 
on-line method for P(+III) determination. Fractional factorial 
results showed that flow rate, reaction temperature and KIO3 
concentration were the most important single effects. The 
Box-Behnken design optimized the response and confirmed 
the significance of flow rate and reaction temperature as sin- 
gle factors as well as a strong interactive effect between them. 
The optimized method showed good reproducibility and a sig- 
nificant improvement in the limit of detection for P(+III) 
compared to the previous univariate approach. 

The next logical step would be to use such designs in the 
development and optimization of in situ and field-based ins- 
trumentation that is portable and able to measure a suite of re- 
duced inorganic species in complex matrices (e.g. geothermal 
waters) in a contained and contaminant-free environment. We 
are currently in the process of such development and carefully 
considering sample matrix characteristics. Ultimately, this re- 
search will strengthen the scientific base underlying the de- 
sign and application of such instrumentation and aid in eluci- 
dating the biogeochemical cycles of environmentally relevant 
species. 
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