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ABSTRACT.  Because the Arctic is so integrally connected with the Earth's climate system, there is concern that the recent era of 
global warming has irreversibly altered the polar sea ice cover. This can have global consequences. However, we need to improve our 
knowledge of sea ice-atmosphere teleconnections if we are to increase our confidence in such climate change scenarios. In this paper, 
we apply the method of principal components analysis to twenty years of pentad-averaged Arctic sea ice concentration anomaly data 
derived from satellite observations to retrieve the most significant spatial and temporal patterns. We then linked these patterns to 
coincident 500 mb geopotential height (500Z) data. The strongest spatial-temporal ice concentration anomaly pattern over the 
1980-1999 period was the phase-shifted anomalies between the Greenland and Barents Seas and the Labrador Sea and in Davis Strait. 
We found this pattern to be associated with strong low pressure anomalies over the North Atlantic and is significantly correlated with 
the large-scale atmospheric patterns of the North Atlantic Oscillation and El Niño. Other regions where spatially and temporally 
consistent patterns of anomalous ice concentrations were identified include the Beaufort Sea, on the Siberian side of the Arctic Basin, 
and the Sea of Okhotsk. We identify the atmospheric patterns coincident with these anomalies. We conclude that our approach of link-
ing PCA results of ice anomaly data with highly loading 500Z patterns is an effective analysis method. We recommend that this study 
be extended to link full atmospheric PCA results with the sea ice pentads used here. 
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1. Introduction  

The Earth's climate is changing. An analysis of tempera- 
ture records shows that the Earth has warmed an average of 
0.6 °C over the past 100 years (NRC, 2000). The warming is 
real and significant, though its intensity has varied from de- 
cade to decade, from region to region, and from season to sea- 
son. Projections suggest that over the next century, further war- 
ming of 1 to 3.5 °C will occur (IPCC, 2001). This warming is 
expected to be amplified in northern regions. Over just the 
two decade period of the 1980s and 1990s, there was an over- 
all decrease in Arctic sea ice extent of over 5% (Parkinson et 
al., 1999). Since then the Arctic ice cover has continued to 
recede: In 2002 the Northern Hemisphere ice cover reached a 
record minimum, 14% lower than the average conditions 
examined in this research (Serreze et al., 2003). 

These changes in Arctic sea ice are especially significant 
because of the high albedo of the ice cover. Under "normal" 
sea ice conditions, most of the incoming solar radiation that 
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the polar regions receive is reflected back into space. When 
the sea ice cover retreats, however, more low-albedo ocean is 
exposed to the incoming radiation, absorbing this energy. The 
ocean layers are thus heated setting up a positive feedback 
loop further enhancing the warming of the polar regions. 

Since sea ice is so intimately linked with the oceanic sys- 
tem beneath it and the atmospheric system above, all efforts to 
monitor and describe changes in the sea ice cover ultimately 
help to identify changes in the global climate system. Unfor- 
tunately, the effects that changing sea ice covers have on the 
atmosphere and changing atmospheres have on sea ice covers 
are poorly understood. We address this shortcoming in this pa- 
per by identifying spatially and temporally significant ice con- 
centration anomalies and link these to concurrent atmospheric 
patterns. 

Our primary objective of this study is to derive a better 
understanding of the nature of the Arctic sea ice cover by iso- 
lating its spatial and temporal characteristics and relating 
these to contemporary atmospheric circulation patterns (i.e., 
those which occurred at the same time). Our intention is not to 
identify cause and affect relationships; rather, it is to provide 
observational evidence for the linkages between the ice and 
the global atmospheric system. 

A secondary objective is to establish a benchmark of sea 
ice-atmospheric teleconnections that can be used to validate 
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observed climate changes in the future. Following the accept- 
ed procedures for defining atmospheric climate normals – i.e., 
a thirty-year baseline with a decadal update period – we de- 
sire to create a baseline sea ice climatology. Although our time 

span is only twenty years (1980-1999), this period is defined 
by the available data record of consistent satellite observa- 
tions. We propose that an update applied in 2009 will provide 
a more accurate and useful indicator of change than other stu- 
dies that declare change based on just three or four years of 
anomalous conditions. 

To direct our approach to this problem, we focus our atten- 

tion on the following two research questions: 
• What are the most significant spatial and temporal patterns 

of Arctic sea ice concentration anomalies over the period 
1980-1999? 

• Are unique atmospheric patterns associated with any of these 

significant ice patterns? 
 
1.1. Environmental Change Analysis by Remote Sensing 

Remote sensing is an important source of information for 
environmental monitoring, principally arising from an establi- 
shed record of global observations dating back more than thir- 
ty years. The consistent and numerical nature of satellite ima- 
gery facilitates the semi-automated detection of environment- 
al changes across broad spatial and temporal scales. For exam- 

ple, the impacts of an ecological disaster (such as an oil spill 
or a volcanic eruption) are easily mapped by comparing data 
from remote sensing images acquired before and after the ev- 
ent. Such bi-temporal analyses are limited, however, to describ- 

ing the end results of a change; they offer little information on 
the intervening temporal processes. 

As the satellite image archive continues to grow, more re- 
search attention has been focused on a class of remote sensing 
image processing algorithms, called multitemporal- (for ana- 
lyzing tens of images) and hypertemporal- (for analyzing hun- 
dreds of images) techniques (Piwowar, 1995; Coppin et al., 
2004). The advantage of multitemporal or hypertemporal pro- 
cedures is that they have the potential to quantify variability 
characteristics of the phenomenon under investigation, not just 

change results. A variety of these procedures have been deve- 
loped, including ARMA Time Series Modelling (Piwowar and 
LeDrew, 2002), Temporal Mixture Analysis (Piwowar et al., 
1997), and Principal Components Analysis (Eastman and Fulk, 
1993; Piwowar and LeDrew, 1996; Millward et al., 2006), 
with each method extracting different statistical properties of 
the data. Principal Components Analysis (PCA), for example, 
is a procedure that efficiently identifies unique spatial and tem- 

poral patterns; however, it does not produce statistically signi- 
ficance forecasts. 

In this research we applied the PCA method to identify 
the most significant ice concentration anomaly patterns in re- 
mote sensing imagery over a twenty-year period. These pat- 
terns are then linked with coincident atmospheric analyses 
and evaluated within the context of other components of the 
polar climate system and published reports. Of all the poten- 

tial hypertemporal analysis procedures, PCA is particularly well 

suited to this task since it is a technique that highlights the 
strongest spatial and temporal signals in a hypertemporal image 

sequence. 

2. Data 

2.1. Sea Ice Concentration Data 
Sea ice concentrations derived from passive microwave 

satellite imagery were obtained from the National Ice and 
Snow Data Centre (NSIDC) at the University of Colorado at 
Boulder. Ice concentrations were calculated from microwave 

brightness temperatures using the Bootstrap algorithm (Comi- 
so et al., 1997). The Bootstrap algorithm produces a temporal- 
ly consistent time series of sea ice concentrations intended for 
use as a baseline for future measurements (NSIDC, 2000). 

The passive microwave brightness temperatures were ori- 
ginally collected by the Scanning Multichannel Microwave 
Radiometer (SMMR) and Special Sensor Microwave/Imager 
(SSM/I) sensors which were aboard the Nimbus-7 and DMSP 
series satellites. 

Passive microwave ice concentration imagery is frequent- 

ly distributed (and processed) as either daily or monthly aver- 
ages. We determined that neither of these frequencies would 
be suitable to meet our objective of identifying correlations be- 

tween significant ice and atmospheric anomalies: The daily 
data were found to be too susceptible to influences from short- 

term passing weather systems, while important synoptic-scale 
events were likely to be missed entirely in monthly averages. 
Consequently we grouped the daily images into 5-day, pentad, 
averages. This produced 73 pentads for each year and 1460 ima- 

ges for the entire period. Standardized ice concentration ano- 
malies were calculated by subtracting each pentad from the 
twenty-year mean for that pentad and dividing by that pen- 
tad's twenty-year standard deviation. 

 
2.2. Atmospheric Data 

Atmospheric data were taken from the National Center 
for Environmental Prediction (NCEP, formerly NMC – Nation- 
al Meteorological Center) gridded data product available from 
NCAR (National Center for Atmospheric Research) (Jenne, 
1970). These data were selected because of their high level of 
acceptance and use in the atmospheric research community, 
and their consistency with other models' output (e.g., Roads et 
al., 1995; Trenberth and Olson, 1988). Roads et al. (1995) cau- 

tion, however, that problem may exist in the NCEP data at near 

surface levels and at the 12 UTC observation time. In light of 
this finding, only the 00 UTC data were retained for analysis. 

Given the shifts in tropospheric circulation that are po- 
tentially driven by global change, we extracted the 500 mb geo- 

potential heights (500Z) data for our study. This fits with our 
overall interested in revealing potential associations between 
ice anomalies and global teleconnection patterns. 

A 21 by 25 point region was extracted from the NCEP grid 

approximately covering the same area as the ice concentration 
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data. Daily data from 00 UTC were averaged for the same pen- 

tads as the ice concentration anomalies, providing a correspon- 

ding time series of atmospheric data. 
Additional climatic diagnostics were acquired from the 

University of Washington: monthly values of the Pacific De- 
cadel Oscillation (PDO), and the Arctic Oscillation (AO). The 
PDO depicts the leading principal component of monthly sea 
surface temperature (SST) anomalies in the North Pacific 
(Mantua et al., 1997; Zhang et al., 1997). The positive phase 
of the PDO produces anomalously negative pressure, while 
the negative phase produces a ridge structure in the North Paci- 

fic which influences atmospheric airflow over continental North 

America (Bond and Harrison, 2000). 
The AO describes the leading sea level pressure (SLP) pat- 

tern in the Northern Hemisphere. The primary centre of action 
is in the Arctic, with opposing anomalies in the mid-latitude 
Atlantic-European and Pacific sectors. The AO is highly cor- 
related with the North Atlantic Oscillation (NAO), and there 
is some debate regarding which of these two patterns better 
summarizes the fundamental Northern Hemisphere SLP struc- 
ture (e.g. Deser, 2000). Earlier studies have shown the NAO 
pattern to be the strongest contributor to low-frequency geo- 
potential height variance in the Northern Hemisphere, appear- 
ing consistently in all months of the year (Barnston and Live- 
zy, 1987; Wallace and Gutzler, 1981). It is composed of a dipole 

of anomalies, the first centered over Greenland, the second ex- 

tending across the central latitudes of the North Atlantic, reach- 
ing from North America to Europe. The positive phase of the 
pattern indicates below normal height and pressure at the nor- 
thern dipole, and above normal height and pressure at the 
mid-Atlantic centre. The negative phase is associated with the 
reverse of these anomalies. Monthly atmospheric teleconnec- 
tion indices acquired from the U.S. National Oceanic and At- 
mospheric Administration (NOAA) include the NAO, allowing 

it to also be incorporated into this study. 

3. Principal Components Analysis 

Principal Components Analysis (PCA) is a mathematical 
technique that has been shown to be of notable value in the 
analysis of remotely sensed imagery (e.g., Fung and LeDrew, 
1987; Jensen, 1986; Lillesand and Kiefer, 2000) and climato- 
logical data sets (e.g., Kutzbach, 1967; Sellers, 1968; Kelly et 
al., 1982). The main objective of a principal components ana- 
lysis is to enhance the separability, hence discriminability, of 
elemental features in the original data. The PCA transforma- 
tion is applied through a rotation of the original measurement 
space into a new axis set, called components. A key charac- 
teristic of the derived principal components is that they are un- 

correlated with each other. Thus given a data set in which there 

is significant correlation between the variables (as is common 
in remote sensing image time series), a principal components 
analysis will create new channels which have no correlation 
between them. This removal of inter-variable correlation has 
the effect of concentrating the information content of the ori- 
ginal data into fewer parameters or channels. The first princi- 
pal component accounts for the most variance in the original 

data; each successive component accounts for a smaller amount 

of the variance than its predecessor. Higher components thus 
define more spatially and temporally localized anomalies al- 
though they are representative of less "information" from the 
source data and more "noise". 

For each component generated from our image time series 

we created a component image and its corresponding loadings 
plot. The component images graphically show the spatial asso- 

ciations identified by each component. We show areas of stro- 
ng association with the spatial pattern defined by the compo- 
nent in white; regions that have a strong inverse association 
with the pattern are shown in black; other areas of weaker as- 
sociation are given mid-grey tones. 

Component loadings are derived from the eigenvectors cal- 
culated during the PCA procedure. The component loadings 
indicate the degree of correlation between that component and 
the original data. They are scaled between −1 and +1. A high 
positive loading means the spatial patterns identified by the 
component are very similar to the patterns present in the cor- 
responding sea ice pentad. A negative loading indicates an in- 
verse spatial pattern between the ice data and the component. 
A loading near zero means there is little similarity. When plot- 
ted against time, loadings can be interpreted as an indicator of 
the temporal persistence of that given spatial mode. Extremes 
in the component loadings (both positive and negative) can be 
used to identify the temporal intervals when the spatial pattern 
characterized by a given component (or it’s inverse) is present 
in the time series data. It should be noted that it is the strength 
of a loading that determines its significance. The sign of a 
loading (positive or negative), however, is arbitrary: if you 
flip the polarity of a loadings plot and make a grey-scale in- 
version in the corresponding component image, the pattern is 
still the same (Wilkinson, 1989). 

Thus when we interpret a principal component we look 
both at the component image to determine where the compo- 
nent is correlated with the original data and at the loadings 
plot to find out when the spatial pattern of that component was 
strongest. 

4. Ice - Atmosphere Analysis 

A principal components analysis (PCA) of the 1460-image 

standardized concentration anomaly time series was computed. 
An analysis of the eigenvalues produced by the PCA suggest- 
ed that the first five components, explaining about 15% of the 
total variance in the series, were the most unique in the se- 
quence. We recognize, however, that the higher components 

likely exhibit important ice anomaly characteristics as well and 

we recommend their inclusion in subsequent analyses. We in- 
clude a detailed analysis of the first five components below. 

 
4.1. Analysis Sequence 

In our examination of the significant ice anomalies and 
their associated atmospheric patterns below, we followed a stan- 
dard analysis sequence. For each principal component: 
• The loadings plot is presented and reviewed for notable tem- 

105 



J. M. Piwowar and C. P. Derksen / Journal of Environmental Informatics 11(2) 103-122 (2008) 

 

poral patterns. Those pentads with loadings that are statisti- 
cally significant at the 95% level are identified and marked 
on the loadings plot. 

• A composite 500 mb geopotential height (500Z) map is com- 

puted by averaging the daily atmospheric fields for those 
dates of the statistically significant loadings. Separate 500Z 
composites are created for significant positive and signifi- 
cant negative loadings. The composite fields present the typi- 

cal atmospheric conditions for intervals when the component 

ice pattern exists through the time series. Comparison of 
these average atmospheric fields will provide insight into 

whether unique atmospheric patterns are associated with 
any repeating modes of ice concentration anomalies. 

• The component image is presented along with the 500Z com- 

posite just generated. 
• The validity of the component image is verified. Note that 

PCA has the potential to generate numerically valid but phy- 

sically meaningless components. Before evaluating each 

component, therefore, we look for consistent spatial pat- 
terns between the component image and actual ice anomaly 
images drawn from the satellite imagery. We consider a com- 

ponent to be valid if there is good spatial correspondence. If 
the patterns did not match, we would call the validity of the 
component into question. This situation did not arise during 
our analyses here. 

• The validity of the 500Z composite pattern is verified. Since 

the atmospheric composites are mathematical constructs, we 

may be unsure about the spatial consistency of the average 
patterns they show. That is, "Are the composites good repre- 

sentations of the atmospheric patterns associated with the 
ice principal component?" One way to verify this is to per- 
form a second principal components analysis (using a rota- 
ted varimax PCA for the atmospheric data to maximize the 
variance in each component) on the 500Z pentads used to 
generate each composite. If the atmospheric fields, which 
together created the group composites, are spatially consis- 
tent, the first within-group atmospheric component (atmos- 
pheric sub-pattern) should explain a majority of the vari- 
ance within the dataset. The following hypothesis applies: 
the greater the similarity (therefore consistency) within each 

group, the greater the variance that will be explained by the 
first atmospheric sub-pattern. If the first atmospheric com- 
ponent explains a majority of the variance, then the pattern 
visualized by the composite image is relevant, and can be 
decisively linked to the component sea ice anomaly pattern. 
If multiple sub-patterns are needed to explain the majority 
of the variability within each atmospheric group, these vari- 
ous atmospheric sub-patterns need to explored further, and 
the group average must be discounted as physically irrele- 
vant. These techniques are described more fully in Derksen 
et al. (2000). 
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Figure 1. PC1 loadings. 
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• The 500Z sub-patterns are presented along with an indica- 
tion of how well they represent their individual data fields. 
This is the lowest level of our analyses and is the basis for 
visually identifying ice-atmosphere relationships. 

• The preceding steps are repeated for both positive ice ano- 
maly loadings (positive mode) and negative loadings (nega- 
tive mode). 

 
4.2. Principal Component 1 

Loadings for the first principal component (PC1) are plot- 

ted in Figure 1. The loadings show shifts between positive and 
negative modes on about a 3-year cycle prior to 1990. In the 
1990s PC1 remained in a negative mode from 1990 to 1995 
and recovered to weak positive peaks in 1997 and 1998. The 
highest positive mode occurred at the start of the series in 
January 1980 and PC1 was in its peak negative mode in Feb- 
ruary 1984. 

 
4.2.1. PC1 Positive Mode 

Figure 2a shows the first component image in its positive 
mode (PC1+). The strongest positive ice anomalies represen- 
ted by this component occurred in the winter months. They 
are found in the Barents and Greenland Seas (in white), while 
the Davis Strait - Labrador Sea regions have negative anomalies 

(dark tones). There is also a weak positive anomaly present in 
the Sea of Okhotsk. 

Principal components do not depict actual observable da- 
ta patterns, but rather variance presumed to be evident in all 
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cases. In order to validate the spatial pattern presented in the 
component image we compare it with actual data from a high- 
ly loaded pentad. In Figure 2b the standardized ice concentra- 
tion anomaly image for Pentad 7906 is presented. We see an 
excellent correspondence between the two images. Thus we 
conclude that the PC1+ component image is a useful synthesis 
of repeating spatial patterns in the hypertemporal series. 

The strongest positive loadings observed in Figure 1 oc- 
cur at the very start of the time series, in the winter of 1980. 
Parkinson and Cavalieri (1989) note that 1980 was the hea- 
viest ice year for the Arctic as a whole between 1973 and 
1987; this could be the result of large-scale wintertime ice di- 
vergence over large areas of the Arctic pack ice. Under cold 
and calm conditions, the newly formed inter-floe gaps would 
be quickly filled by new ice, thereby expanding the ice pack. 

The 500Z Composite in Figure 2c was created by ave- 
raging all of the atmospheric pentads for the dates of signifi- 
cant positive ice anomaly loadings. The general pattern is of a 
weak low positioned over the eastern Arctic Ocean with some 
troughing over the Canadian Archipelago. 

It should be noted, however, that the 500Z Composite im- 

age is a mathematical construct only. That is, even though it 
was created with 500Z pentads which all had strong loadings 
to the same ice component, those pentads may not have spa- 
tially similar patterns. In order to identify the consistency of 
the atmospheric composites, their atmospheric pentads were 

subjected to a rotated PCA to assess the within-group variabi- 
lity. The greater the similarity among the pentads, the greater 
the variance that will be explained by the leading atmospheric 
component and the greater the predictive potential of this ana- 
lysis. The results of the atmospheric PCA for Ice Component 
1 are summarized in Figure 3. The two leading components cha- 

racterize the majority of variance in the data set, and there- 
fore identify two alternative atmospheric modes that corres- 
pond to the positive phase of ice anomaly PC1. The PC1+1 
sub-pattern strongly resembles the complete group composite 
in Figure 2c with the main area of low pressure centered over 
the Arctic Basin and a smaller low pressure region over nor- 
thern Hudson Bay. The cyclonic activity may be forcing more 
ice to move down the Transpolar Drift Stream towards Fram 
Strait, with some ice being diverted into the Barents Sea. This 
can be seen in the anomaly image of Figure 2b by generally 
higher than average ice concentrations over most of the Arctic 
Basin but strong positive ice anomalies in the Barents Sea, 
through Fram Strait, and into the Greenland Sea. 

(a)  PC1+ Component Image1 (b)  January 28, 1980  
Ice Anomalies2 

(c)  Contemporary 500Z 
Composite Patterns 

 

 

Davis 
Strait 
 
Labrador 
Sea 

Barents 
Sea 

Greenland
Sea 

Fram 
Strait 

Transpolar 
Drift Stream 

  

 

-0.6 loadings +0.6 
 

-5.0 std. dev. +5.0

 

 
 
Notes: 1White areas show strong association with the spatial pattern defined by this component; regions that have a strong 
inverse association with the pattern are shown in black. 2Positive concentration anomalies (where there was more ice than 
the twenty year average) are shown in shades of blue; with the deepness of the hue proportional to the strength of the 
anomaly. Similarly, negative anomalies (where there was less ice than normal) are assigned varying shades of red, 
depending on the magnitude of the anomaly. 
 

Figure 2. PC1+ image and composite 500Z patterns. 

The second sub-pattern (PC1+2) in Figure 3 characterizes 
an alternate mode of atmospheric circulation associated with 
the positive phase of ice anomaly PC1. The biggest differ- 
ences between PC1+1 and PC1+2 are a shift in the location of 
the central Arctic low from the central Basin to the Greenland 
Sea in PC2 and a weakening in intensity. A center of high pre- 
ssure over the East Siberian and Chukchi Seas is also evident 
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in PC1+2. Cold winds blowing off the Asian land mass may 
be a contributing factor to the positive ice anomalies in the 
Sea of Okhotsk. 

 

 

PC1+1 PC1+2 

Variance Explained:  45% 
Representativeness:1  71% 

Variance Explained:  30% 
Representativeness:  29% 

 

Notes: 1Representativeness is the percentage of 500Z fields that are 
most strongly loaded on this component. 
 
Figure 3. PC1+ 500Z sub-patterns. 

 
Another ice pattern observed in the PC1+ component im- 

age (Figure 2a) is the strong negative anomaly off the eastern 
North American coast. It is likely that under the eastern Arctic 
low pressure conditions of either PC1+1 or PC1+2 warm At- 
lantic air is pushed up through Davis Strait to reduce ice con- 
centrations in Baffin Bay. This is especially evident in the 
PC1+1 pattern which characterizes a ridge over southern Green- 

tration from the North Atlantic. 
 

land and Davis Strait, allowing relatively warm air mass pene- 

4.2.2. PC1 Negative Mode 
 values in the PC1 loadings time 

serie

low 

 Beau- 
fort 

sitive ice anomalies in the Bering and Chukchi Seas as well as 

The strongest negative
s (PC1−) occurred in the winters of 1983 ~ 1984 and 1990 ~ 

1993. The negative mode of a principal component represents 
a spatial reversal of the patterns observed in its positive condi- 
tion. Consequently, the PC1− periods are characterized by in- 
creased ice concentrations from Baffin Bay to the Labrador 
Sea and less ice in the Greenland and Barents Seas, and in the 
Sea of Okotsk (Figure 4a). The similarity of the Pentad 8409 
anomaly image in Figure 4b validates the component image.  

The 500Z Composite image in Figure 4c shows a 500Z 
pressure centre over Baffin Bay. The PCA decomposition 

of the PC1– atmospheric composite pattern revealed two com- 
plex sub-patterns (Figure 5). The first atmospheric sub-pattern 
(PC1–1) exhibits a strong east-west pressure gradient extend- 
ing across the Arctic Ocean from a High centered over the 
Kara and Laptev Seas to a Low pressure cell over the Beau- 
fort Sea. There is also a weaker Low over the Greenland Sea. 
There are not any consistent nor strong ice anomalies in this 
region during these times, however, large, positive anomalies 
in Davis Strait and the Labrador Sea are characteristic. 

In the second atmospheric sub-pattern (PC1–2), the
Sea low has deepened and moved over the North Pole. 

There is generally low pressure over most of the Arctic Basin, 
the Canadian Archipelago, and along the eastern coast of La- 
brador. The Kara-Laptev high has strengthened and shifted to 
the east to hover over Northern Europe and Scandanavia. This 
has rotated the pressure gradient to be oriented north-south. 
These atmospheric patterns are associated with moderately po- 

 
(a)  PC1– Component Image (b)  February 12, 1984  

Ice Anomalies 
(c)  Contemporary 500Z 

Composite Patterns 

 
 

 
-0.6 loadings +0.6 -5.0 std. dev. +5.0

 

 

Figure 4. PC1– image and composite 500Z patterns. 
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increased iciness in Baffin and Hudson Bays. 
 

 

PC1–1 PC1–2 
Variance Explained:  37% 
Representativeness:  53% 

Variance Explained:  24% 
Representativeness:  32% 

 

Figure 5. PC1- 500Z sub-patterns. 
 

und that the principal Arc- 

tic sea ice drift patterns, which arise from the general circula- 
tion

 two 500Z Composite patterns and four 

ave been found to occur repetitively from 
1980

vis Strait and Lab- 
rado

1984, a weaker, but prolonged event from 1990 to 1995, 
and 

ly loading averages and correlated these with mon- 
thly

Colony and Thorndike (1984) fo

 of the atmosphere and ocean, clearly broke down in the 
1983 to 1985 period. Thus a weakened Transpolar Drift Stream 

resulted in less ice being transported into the Barents and 
Greenland Seas, yielding lower concentrations in these regions. 
Heavy ice in the Labrador Sea region could also be ocean- 
ographically induced by means of a weaker West Greenland 
Current failing to keep the ice pushed further north, or it could 
be the result of the positioning and strength of the Icelandic 
low-pressure system, or both (Gloersen et al., 1993). 

 
4.2.3. PC1 Analysis 

We have identified
sub-patterns which h

 through 1999. These patterns are not evenly distributed 
across the observational time period, however. The positive 
modes are more prevalent in the 1980s while the negative 
modes dominate the early 1990s. There appears to be a strong 
spatial relationship between the positive mode of PC1 (PC1+) 
and low pressure centered over the eastern Arctic Basin 
(Figure 2). Conversely, when PC1 is in a negative mode 
(PC1–) the major low pressure centre shifts to locate over 
Baffin Bay /Davis Strait region. This is spatially coincident 

with the strong est negative values of PC1. 
The PC1 phase-shifted ice anomalies between the Green- 

land and Barents Seas, in one mode, and Da
r Sea, in the opposite mode, are likely connected to the 

large-scale atmospheric patterns of the NAO (Parkinson et al., 
1999) and/or El Niño events (Piwowar and LeDrew, 1996). 
Over the time period we are studying here, the NAO has 
moved through three periods: a positive - negative oscillation 
prior to 1988; a prolonged NAO+ period between 1988 and 
1996; and a dramatic reversal in phase in 1996 (Kwok, 2000). 
This description generally matches the PC1 loadings time se- 

ries (Figure 1), except that a dramatic event is not apparent in 
1996. 

Alternatively, we know that there was a strong El Niño in 
1983 ~ 

a very strong El Niño in 1988. Upon initial inspection, this 

sequence would appear to have even a better match with the 
PC1 loadings than the NAO. If the 1983 and 1990 events are 
related to PC1– modes (as the loadings would suggest), how- 
ever, we cannot reconcile why the 1998 loadings are strongly 
positive. 

To help understand the possible teleconnections we creat- 
ed month

 values from the NAO, AO, and PDO. Weak, but statisti- 
cally significant, time-lagged correlations were found between 
PC1 and the NAO and AO, peaking with the atmosphere lead- 
ing the ice by one month (Figure 6). 
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Figure 6. Lagged PC1-NAO and PC1-AO correlations. 
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4.3. Principal Component 2  

Principal Component 2 (PC2) i
1980 to 1988 and switches to 

remaining years (Figure 7). The lowest negative loading 
occurred in August 1985 and the most positive mode is found 
near the end of the time period in September 1998. PC2 is the 
seasonal inverse of PC1, with most of its significant loadings 
occurring between June and November.  

 
4.3.1. PC2 Positive Mode 

Principal Component 2 
concentration anomalies (d

of North America. An example of a strongly loading ice 
anomaly for PC2+ (Pentad 9854) is shown in (Figure 8b). We 

109 



J. M. Piwowar and C. P. Derksen / Journal of Environmental Informatics 11(2) 103-122 (2008) 

 

see much lower than average ice concentrations a
Beaufort Sea and into the Canadian Archipelago. There are 

ng and early fall ("cool" seasons), while PC2+2 
load

ool season pattern in PC2+1 is characterized by two 
Arctic lows over the Canadian Archipelago and the Barents/ 
Kara

dinal gradient. The as- 
soci

cross the The c

-0.6

-0.4

-0.2

0

0.2

0.4

small positive ice anomalies in the Eurasian sector of the Arc- 
tic Ocean. The cyclonic activity associated with PC2+ is not 
as deep as the low pressure cells present during the sub-modes 
of PC1. Figure 9c shows the pressure distribution to be sym- 
metrical about the pole with strong ridging over the Canadian 
Archipelago. 

A PCA decomposition of the PC2+ atmospheric compo- 
site produced two significant sub-patterns: PC2+1 dominates 
in the late spri

s strongly during the summer months (Figure 9). PC2+2 is 
especially dominant during the persistent anomaly event of July 

1993. The lack of similarity between the 500Z sub-patterns and 

group composite for ice anomaly PC2+ indicates that the 500Z 

group composite in Figure 8c is likely not a significant pattern, 
but an average composed spatially unique patterns that are be- 
tter characterized by the 500Z sub-patterns. 

 Seas and is accompanied by moderately negative ice ano- 
malies in the western Arctic Basin. Positive anomalies in Baf- 
fin Bay are also common at these times. The decrease in ice con- 
centrations in the Beaufort Sea may be the result of the at- 
mospheric forcing of the ice towards the pole. There does ap- 
pear to be a build-up of ice around the polar data hole in the 
sample pentads presented in Figure 9. 

The pattern in PC2+2 is a typical warm season central po- 
lar low with a much weaker 500Z latitu

ated anomaly image (Figure 9b) shows an extensive area 
of significantly reduced ice throughout the western Arctic Ba- 
sin. The extended duration of these ice anomalies (at least 15 
days), time of year (late summer), and location (Beaufort Sea) 
suggests that this is an anomaly pattern associated with the 
quasi-annual reversal of the Beaufort Sea Gyre (LeDrew et al., 
1991). The Beaufort Gyre is generally a counter-clockwise ro- 
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Figure 7. PC2 loadings. 
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(a)  PC2+ Component Image (b)  September 25, 1998  

Ice Anomalies 
(c)  Contemporary 500Z 

Composite Patterns 
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Figure 8. PC2+ image and composite 500Z patterns. 
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tational feature present in the Beaufort Sea and its ice cover. 
The gyre has been consistently observed to reverse its motion 
in late summer, possibly in response to a quasi-stationary low 
pressure system that locates in the area at this time (LeDrew 
et al., 1991). During the reversal periods there is divergence in 
the ice pack and an associated reduction in ice concentrations. 
Holt and Martin (2001) also suggest that northward flow of 

warm water through the Bering Strait contribute to these ne- 
gative anomalies. Additional analyses of the ice anomaly im- 
ages and contemporary PC2+2 500Z upper-air data would be 
required to confirm the Gyre-reversal hypothesis. 

 
4.3.2. PC2 Negative Mode 

The negative mode of PC2 shows strong increases in ice 
concentrations in the Beaufort Sea and Western Arctic Basin 
(Figure 10a). The anomaly patterns in Figure 10b are very con- 
sistent with the component image, thereby validating it. This 
mode was most prevalent in the 1980s, occurring for five tem- 
porally persistent events through the time series: August 1980, 
July/August 1983, July/August 1984, August 1985, and June/ 
July 1994. 

The atmospheric PCA decomposition shows that 2 com- 
ponents explain the majority of variance in the atmospheric 
data (Figure 11). Both of the PC2– sub-patterns characterize 
distinct low pressure systems north of Greenland and the Ca- 
nadian Archipelago; the difference in orientation between these 

systems account for the two spatial modes. The low center in 
PC2–1 is oriented from west to east as opposed to north to south 

in PC2–2. A secondary PC2–2 low pressure centre is located 
over the Aleutians which, when combined with strong ridging 
over western North America, forces the north – south orienta- 
tion of the pattern in PC2–2. The inverse relationship between 

500Z pressure and latitude over the western Arctic Basin re- 
mains constant between both PC2– sub-patterns. Widespread 

positive ice anomalies occur in this region during the PC2– 
mode, perhaps induced by ice convergence toward the low pre- 

ssure centre. 
 

 

PC2+1 PC2+2 
Variance Explained:  45% 
Representativeness:  75% 

Variance Explained:  34% 
Representativeness:  25% 

 

Figure 9. PC2+ 500Z sub-patterns. 
 

4.3.3. PC2 Analysis 
The second ice component is characterized by a regional 

anomaly centered over the western Arctic Basin. When in its 
positive mode, the anomaly is composed of reduced ice con- 
centrations and increased iciness in this region is evident dur- 
ing PC2 negative modes. Both modes are associated with low 
pressure cells near the North Pole. PC2 is most likely to occur 

 
(a)  PC2– Component Image (b)  August 21, 1985  

Ice Anomalies 
(c)  Contemporary 500Z 

Composite Patterns 

 
  

 
-0.6 loadings +0.6 -5.0 std. dev. +5.0

 

 
Figure 10. PC2– image and composite 500Z patterns. 
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during the warm months. 
 

 

PC2–1 PC2–2 
Variance Explained:  45% 
Representativeness:  67% 

Variance Explained:  31% 
Representativeness:  33% 

 

Figure 11. PC2– 500Z sub-patterns. 
 

Interestingly, the positive and negative 500Z composites 
(Figure 8c and Figure 10c) are very similar to each other even 
though they are temporally associated with opposite phases of 
the same ice anomaly component. Upon closer examination, 
however, we note that, for both modes, the 500Z sub-patterns 
vary strongly from each other, and from the group composites. 
We question, therefore, the validity of the 500Z composites and 

wonder if there is one-to-many relationship between the atmos- 
phere and this ice anomaly. It appears quite likely that several 
different 500Z pressure patterns are associated with the same 
general ice patterns. 

We did not find any statistically significant lagged corre- 
lations between PC2 and any teleconnection time series. 

4.4. Principal Component 3 
Temporally, Principal Component 3 is largely inactive until 

1989 when an extended negative mode began (Figure 12). Po- 
sitive modes were dominant in 1992 to 1994 and again at the 
end of the series in 1998 and 1999. Visually, the loadings ap- 
pear to oscillate between positive and negative modes in a 

3-year cycle. A seasonal evaluation of the most significant load- 

ing pentads showed that although most of time the component 
is present in late spring/summer, there are some periods in De- 

cember and January where the pattern reoccurs. This suggests 
the possibility of multiple atmospheric forcing patterns on the 
ice. 

 
4.4.1. PC3 Positive Mode 

This component shows strong anomalies in many of the 
peripheral seas ringing the Arctic Ocean (Figure 13a). In par- 
ticular, the PC3+ image shows a strong positive loading in the 
East Siberian Sea. This pattern is not evident in the pentad with 

the highest positive loading, Pentad 9871 (Figure 13b), leading 
us to conclude that the positive mode image is a statistical fa- 
brication. Consequently we did not analyze this component fur- 

ther. 
 

4.4.2. PC3 Negative Mode 
The negative mode of the third component shows posi- 

tive ice anomalies in the Beaufort and Greenland Seas, as well 
as in Hudson Bay. These are balanced with a negative anoma- 
ly in the East Siberian Sea (Figure 14a). Pentad 9038 (Figure 
14b), taken at the strongest negative loading, corresponds well 
with the component image. The 500Z composite (Figure 14c) 
shows a weak depression centered in the Arctic Ocean, just 

north of Greenland. The PC3– composite resembles the 500Z 
composites for ice PC1 negative and ice PC2 negative, how- 
ever, so the new insight provided by this composite is limited. 

Two sub-patterns were derived from the PC3– atmosphe- 
ric composite (Figure 15). The PC3–1 sub-pattern shows a low 
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Figure 12. PC3 loadings. 
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pressure centre over the northern Canadian Archipelago in tan- 

dem with an Aleutian High. These were the atmospheric condi- 

tions present during prolonged ice anomaly periods in July 1990 
and July 1992. The second sub-pattern also has a low pressure 
centre over the Canadian Archipelago (a bit further south than 
PC3–1) as well as an elongated low in the vicinity of the Trans- 

polar Drift Stream. Both sub-patterns are characterized by posi- 
tive ice anomalies across the Arctic Basin, including Fram Strait 
and Hudson Bay, and lower ice concentrations in the East Si- 
berian Sea. 

(a)  PC3+ Component Image (b)  December 19, 1998  
Ice Anomalies 

(c)  Contemporary 500Z 
Composite Patterns 
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Sea 
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Figure 13. PC3+ image and composite 500Z patterns. 

 
(a)  PC3– Component Image (b)  July 7, 1990  

Ice Anomalies 
(c)  Contemporary 500Z 

Composite Patterns 

 
  

 
-0.6 loadings +0.6 -5.0 std. dev. +5.0

 

 
Figure 14. PC3– image and composite 500Z patterns. 

4.4.3. PC3 Analysis 

In a study of atmospheric circulation anomalies over the 
1988 to 1995 period, Maslanik et al. (1996) found increased 
cyclone activity north of Siberia during April to September 
which led to a significant reduction in sea level pressure over 
the central Arctic Ocean and an increased flow of warm, sou- 
therly winds over the Eurasian sector. They observed reduced 
ice concentrations during this time and speculated that the war- 

mer air had the effect of enhancing melt and reducing surface 
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albedo, promoting earlier break-up, and advecting the ice away 

from the Siberian coast towards the pole.  
 

 

PC3–1 PC3–2 
Variance Explained:  72% 
Representativeness:  75% 

Variance Explained:  8% 
Representativeness:  25%

 

Figure 15. PC3– 500Z sub-patterns. 

The observations made by Maslanik et al. (1996) fit well 
with the ice and atmospheric patterns identified in this compo- 
nent, particularly when it is in its negative mode. For example, 
the PC3 loadings (Figure 12) are relatively stable until about 
1988, when their variance increases sharply. A review of the 
seasonality of the high PC3 loadings showed that the majority 
of the significant pentads – especially the negative pentads – 
occur between Day 17 (April 1) and Day 55 (September 30). 
The PC3– ice component and anomaly image (Figure 14b) is 
characterized by significantly reduced ice concentrations along 

the Siberian coast. Finally, the 500Z plot for PC3–2 (Figure 15) 
shows a broad low pressure region over the central Arctic. 

Maslanik et al. (1996) were hesitant to link these Arctic 
pressure anomalies with larger teleconnections and our ana- 
lyses did not find any statistically significant lagged correla- 
tions between PC3 and any teleconnection time series. 

 
4.5. Principal Component 4 

The positive mode of Principal Component 4 (PC4) vari- 
es evenly across the time series but shows a marked swing from 
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Figure 16. PC4 Loadings. 
 
 

(a)  PC4+ Component Image (b)  February 2, 1996  
Ice Anomalies 

(c)  Contemporary 500Z 
Composite Patterns 
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Figure 17. PC4+ image and composite 500Z patterns. 
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negative to positive modes in 1995 ~ 1996 (Figure 16). PC4+ 
was strongest late in the summers of 1980, 1984 and 1986, and 

during the spring months of 1989 an 1996, while there is no 
clear seasonality in the negative mode. 

 

 

PC4+1 PC4+2 
Variance Explained:  50% 
Representativeness:  75% 

Variance Explained:  26% 
Representativeness:  25% 

 

Figure 18. PC4+ 500Z sub-patterns. 
 

4.5.1. PC4 Positive Mode 
In its positive mode, PC4 is spatially associated with a 

strong region of positive loadings in the Laptev Sea, with 
weaker positive areas in the Greenland Sea and in Hudson 
Bay (Figure 17a). This pattern is exhibited quite well in the 
9607 Pentad image in Figure 17b. The 500Z positive pattern 
composite image shows high pressure penetration over the Lap- 

tev and East Siberian Seas while the main centre of cyclonic 
activity is positioned over the eastern Canadian Archipelago 

(Figure 17c). 
Figure 18 shows the results of the PCA decomposition of 

the atmospheric patterns that coincide with the positive phase 
of this ice component. The first atmospheric sub-pattern, PC4+1 
loads strongly for ice anomaly events throughout the time se- 
ries, and is very similar to the group composite. The ridge over 
the East Siberian/Laptev seas is a consistent feature that seems 

relevant to the ice anomaly center in that region. The ice ano- 
maly image shows generalized higher than average ice concen- 

trations in the Kara and Laptev Seas. A positive ice anomaly 
also occurs in Hudson Bay along with negative anomalies in 
the Bering Sea. 

The ice anomalies for PC4+2 follow the same pattern as 
those for PC4+1 although their atmospheric sub-patterns are 
each other. The atmospheric sub-pattern PC4+2 is almost an in- 
verse of PC4+1; it loads strongly only for one ice anomaly event 

during April 1989, capturing a unique atmospheric pattern dissi- 
milar to the group composite. The dominant low pressure cen- 
ter is shifted over Siberia and the Barents Sea and, while ridg- 
ing penetrates the Arctic basin, it originates over the North At- 
lantic sector as opposed to the North Pacific. 

 
4.5.2. PC4 Negative Mode 

The negative mode for PC4 occurred during the summer 
months of 1990, 1991 and 1994, in the winters of 1980 and 1995, 
and over a protracted period during the fall of 1995. These pe- 
riods are spatially associated with anomalous ice conditions in 
the Bering Sea and Sea of Okhotsk, and, to some extent, in the 
Beaufort Sea (Figure 19a). The centres of low pressure are very 

similar between the two modes of PC4, although in the PC4– 
mode there is a ridge of high pressure over the Beaufort Sea 
as opposed to the Laptev Sea (Figure 19c). There is only a weak 

 
(a)  PC4– Component Image (b)  October 15, 1995  

Ice Anomalies 
(c)  Contemporary 500Z 

Composite Patterns 
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Figure 19. PC4– image and composite 500Z patterns. 
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match between the spatial patterns of the highest loading ne- 
gative anomaly image in Figure 19b and the component image 
(Figure 19a). Caution should be used, therefore, in using the 
PC4– component image for any diagnostic or predictive pur- 
poses. 

 

 
PC4–1 

Variance Explained:  69% 
Representativeness:  92% 

 
Figure 20. PC4– atmospheric sub-patterns. 

 
The PC4– 500Z decomposition produced only a single sig- 

nificant sub-pattern (Figure 20). As expected, it is very similar 
to the group composite. The PC4–1 sub-pattern characterizes 
inverse 500Z conditions over the Laptev Sea compared to 500Z 
components generated for ice anomaly PC4+ group, therefore 
results are clear and logical for this group. While PC4+ com- 
ponents characterize ridging over the ice anomaly center, this 
PC4– component illustrates the extension of an expansive, 
weak low pressure system over all of the Arctic Basin, exten- 
ding over the ice anomaly center to the Bering Strait. 

The ice concentration anomaly image shows generalized 
increased iciness over the North American side of the Arctic 
Ocean and strong, but localized, negative ice anomalies in the 
Eurasian side. This pattern is most representative of late sum- 
mer/early fall conditions. 

 
4.5.3. PC4 Analysis 

The loadings in Figure 16 show a rapid shift from maxi- 
mum negative mode (October 1995) to maximum positive 
mode (Feburary 1996). An examination of the individual ano- 
maly images for these dates (not shown here) confirm the re- 
versal of ice concentration conditions between the Laptev and 
Beaufort Seas. Interestingly, neither of these dates were iden- 
tified as significant in the atmospheric analyses which raises 
some doubts about the strength of the ice-atmosphere relation- 

ship during the PC4 phase. A visual evaluation of the spatial pa- 

tterns in the imagery presented above suggests that the PC4+2 
and PC4–1 sub-patterns do correspond to the positive and ne- 
gative modes of this ice anomaly, correspondingly. The PC4+1 
sub-pattern does not correspond well with any of the other spa- 
tial patterns so we question its validity with this ice component. 

Spatially, there seems to be higher than average ice con- 
centrations on the Eurasian side of the Arctic Basin during PC4+ 
periods and greater positive ice anomalies on the North Ameri- 
can side in PC4– mode. This spatial-termporal pattern was evi- 
dent in our previous analysis of the SMMR series (Piwowar and 

LeDrew, 1996), but not at all in the SSM/I analysis (Piwowar 
et al., 1996).  

A similar variability has been described by Walsh and 
Johnson (1980b) and Gloersen et al. (1993). Gloersen et al. 
(1993) refer to the North American tendency as the "Alaskan 
mode" and the Eurasian position as the "Siberian mode". They 
describe the Alaskan mode as causing positive ice concentra- 
tion anomalies along the Beaufort Sea coastline as the ice im- 
pinges upon the shore. In the Siberian mode a wide band of open 
water appears along the Beaufort Sea coastline resulting in ne- 
gative concentration anomalies as the ice is displaced towards 
the Eurasian continent. Both of these modes are well illustra- 
ted by the ice concentration anomaly images in Figure 17 and 
Figure 19. 

Gloersen et al. (1993) suggest that the position of the sum- 

mer ice pack is closely linked to the principal ice drift patterns 
in the Arctic Basin. They propose that during years when the 
drift streams are well established the ice is carried away from 
the Beaufort Sea coast by the Beaufort Sea Gyre and deliver- 
ed into the Transpolar Drift Stream, where it is ferried along 
towards Fram Strait. These are the years of the Siberian mode. 
When the Alaskan mode occurs, there is very little ice move- 
ment along these established tracks.  

This analysis is supported by Kwok (2000) who links the 
Arctic Basin drift patterns with the North Atlantic Oscillation. 
He found that during NAO– years the Transpolar Drift Stream 
is strong and runs parallel to the Siberian coast. This charac- 
teristic is captured in the PC4+ ice concentration anomaly im- 
age in Figure 17b. Notice the positive anomalies originating 
along the Siberian coast and running through the Arctic Ocean 
toward Fram Strait – the path taken by the Transpolar Drift 
Stream. During NAO+ periods, Kwok (2000) found the Trans- 
polar Drift Stream to be much weaker and shifted towards the 
Canadian Basin. This pattern is evident in the PC4– anomaly 
image in Figure 19b. 

Visually, the PC4 loadings in Figure 16 appear to mirror 
the NAO pattern. Between 1980 and 1987, the NAO frequent- 
ly moved from one mode to the other and there were about the 
same number of NOA+ and NAO– periods (Kwok, 2000). 
The PC4 loadings are generally clustered around 0, with few 
outliers. In 1988, the NAO entered a prolonged positive phase 
that lasted until 1995. In 1988, the PC4 loadings become pre- 
dominantly negative and remained that way until 1995. The 
NAO+ mode ended with a "dramatic reversal in phase in 1996" 

(Kwok, 2000). We see a similar dramatic shift in the PC4 load- 
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ings between 1995 and 1996. 
Thus, PC4 appears to be related to the NAO, with the po- 

sitive NAO phase contemporary with the "Alaskan mode" and 
PC4– and the NAO– phase associated with the "Siberian mode" 

and PC4+. We did not find any statistically significant lagged 
correlations between PC4 and any teleconnection time series, 
however. 

 
4.6. Principal Component 5 

The loadings for the fifth principal component are presen- 

ted in Figure 21. Temporally, they appear to oscillate on a 1 to 
2 year cycle. The positive mode dominated in 1985, 1988 and 
1995, all during the fall. The negative mode was strongest dur- 

ing the autumns of 1980, 1982, 1984, 1986, 1990 and 1996. 
The highest positive loading occurred during a long positive 

period centered on December 9, 1988. This image is shown in 
Figure 22b, below. The image in Figure 24b shows the ice ano- 

malies for the lowest negative loading on December 19, 1984. 
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Figure 21. PC5 Loadings. 

 

(a)  PC5+ Component Image (b)  December 9, 1988  
Ice Anomalies 

(c)  Contemporary 500Z 
Composite Patterns 
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Figure 22. PC5+ image and composite 500Z patterns. 
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4.6.1. PC5 Positive Mode 

Principal Component 5 spatially shows in-phase anoma- 
lies between the eastern and western outlets of the Arctic 
Ocean (Figure 22a). There is a good spatial correspondence be- 
tween the anomaly image in (Figure 22b) and the PC5 com- 
ponent image, thereby validating this component. In the PC5 
positive mode (PC5+), there are strong positive ice anomalies 
in the Bering, Chukchi and Greenland Seas. Atmospherically, 
cyclonic activity is centered over Fram Strait in the positive 
mode (Figure 22c). The low pressure cell is more localized for 
PC5+ than for PC5–. and over Baffin Island in the negative 
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phase. 
All contemporary 500Z pentads load the most strongly to 

the first sub-pattern (PC5+1), indicating a strong degree of spa- 
tial similarity in the 500Z fields related to the positive phase 
of ice anomaly PC5 (Figure 23). On the PC5+1 pressure map in 
we see a concentric low pressure centre over the Eastern Arctic 
Ocean where it drains through Fram Strait. 

 

 
 

PC5+1 
Variance Explained:  77% 

Representativeness:  100% 
 

Figure 23. PC5+ 500Z sub-pattern. 

4.6.2. PC5 Negative Mode 
The negative mode of PC5 is associated with positive ice 

concentration anomalies in the Sea of Okhotsk, the Barents Sea, 
the Canadian Archipelago, and through Davis Strait (Figure 
24a, b). The negative mode depicts ridging over the Green- 
land Sea that is not apparent in the positive phase (Figure 
24c). 

Just as with the PC5+ group, the first PC5– 500Z sub-pa- 
ttern is dominant so the atmospheric patterns closely match 
those of the group composite (Figure 25). In we see an expan- 
sive area of generally low pressure over the Arctic Basin, with 
deeper centres over Baffin Island and the Chukchi Sea. Some 
ridging is evident over the Greenland Sea; there may be an 
important connection between this ridging and the ice anoma- 
lies highlighted there.  

 
4.6.3. Analysis 

All the significant loadings for PC5 occur in the fall and 
correspond to in-phase ice anomalies in the Chukchi and Green- 

land Seas and a phase-shifted anomaly in the Kara and Laptev 
Seas. This anomaly pattern oscillates between negative and po- 

sitive modes in an inter-annual cycle lasting between 1 and 2 
years. The significant anomalies are distributed evenly across 
the time series and are not concentrated at during any parti- 
cular period. This would suggest that the forcing mechanisms 
for this anomaly pattern are episodic in nature, rather than 
related to low frequency atmospheric or oceanic fluctuations. 

Given that the atmospheric sub-pattern anomaly images 
have a good spatial correspondence with the PC5 component 
image, we can say that the 500Z composites given in Figure 
22c and Figure 24c accurately represents the atmospheric con- 

(a)  PC5– Component Image (b)  December 19, 1984  
Ice Anomalies 

(c)  Contemporary 500Z 
Composite Patterns 

 
 

-0.5 loadings +0.5 -5.0 std. dev. +5.0

 

 
Figure 24. PC5– image and composite 500Z patterns. 
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ditions present during these anomaly events. During the PC5 
positive mode there may be atmospheric forcing of ice out of 
the Kara and Laptev Seas and into the East Siberian and Kara 
Seas. The increased concentrations here may feed into the 

Transpolar Drift Stream where its is exported into the Green- 
land Sea. During PC5 negative mode conditions, the shift of 
the low pressure centre away from Fram Strait and over Ba- 
ffin Island may cuase divergence from Fram Strait. 

We did not find any statistically significant lagged corre- 
lations between PC5 and any teleconnection time series. 

 

 
 

PC5–1 
Variance Explained:  74% 

Representativeness:  100%  
Figure 25. PC5– 500Z sub-patterns 

5. Discussion 

During the preceding principal components analysis of 
sea ice concentration anomalies, it became clear that it was 
not only the component images which bore important infor- 
mation, but the loadings plots also had the potential to reveal 
meaningful insights. For example, in each loadings time series 
there is a distinct change in the character of the data starting 
in the period between 1987 and 1990. For each component 
this change is unique and typically lasts for three or more years. 
These changes are summarized in Table 1. 

We suggest several possible explanations for these chan- 
ges: 

1) The observed patterns may be due to a decadal shift in 
the ice concentration patterns. Ikeda (1990a, b) and Barry et al. 
(1993) noted that some areas of the Arctic ice pack appear to 
follow decadal-scale oscillations. Other researchers have sug- 
gested that various components of the cryospheric system also 
follow a decadal pattern (e.g. Mysak and Manak, 1989; Cou- 
ghlan and Nyenzi, 1990; Brown and Cote, 1992; Kerr, 1992). 
Although our observations appear to be congruent with these 
theories, a time series spanning just twenty years is too short 

to detect decadal scale patterns with confidence. 
2) The change in the timing of ice concentration anoma- 

lies may be mirroring the influence of changing atmospheric 
systems over the north polar region. In a study of atmospheric 
circulation anomalies over the 1988 ~ 1995 period, Maslanik 
et al. (1996) found increased cyclone activity north of Siberia 

during April to September which led to a significant reduction 
in sea level pressure over the central Arctic Ocean and an in- 
creased flow of warm, southerly winds over the Eurasian sec- 
tor. They observed reduced ice concentrations during this time 

and speculated that the warmer air had the effect of enhancing 
melt and reducing surface albedo, promoting earlier break-up, 
and advecting the ice away from the Siberian coast towards 
the pole. 

3) The shift from negative to positive modes near 1987 
may be related to the change in sensor data used for the time 
series. For the period January 1980 to July 1987 SMMR data 
were used while the SSM/I operated from July 1980 on. Al- 
though the ice concentrations were adjusted to improve inter- 
sensor consistency (Cavalieri et al., 1999), Derksen and Walk- 
er (2003) suggest that adjustment factors are not globally app- 
licable; rather the region and application must be considered. 
Such changes, if present, would be highlighted by the PCA and 
could be the pattern observed here. 

4) The mode change from a period of generally positive 
ice anomalies to one of negative anomalies (e.g. PC2) and an 
increase in variability (e.g. PC3) may be indicative of a true 
climatic shift in this region. We know that the 1990s period 
was the warmest decade on instrumental record (Karl et al., 
2000) and this may be reflected in the polar ice. This theory is 
supported by the fact that PC2 has the strongest loadings in 
the spring and fall transition periods, and the timing and rates 
of sea ice growth and decay may be one of the more sensitive 
indicators of general climatic conditions. 

Each of the above explanations is plausible, but none fit 
all the data all of the time. It is most likely that each factor 
contributes some portion of influence to the whole. Ultimately, 
however, we believe that these temporal observations have the 
strongest association with the North Atlantic Oscillation and 
other global teleconnections. For example, the NAO was per- 
sistently positive between 1989 and 1996 and there was an ex- 
tended ENSO event between 1990 and 1995. Parkinson et al. 
(1999) link the unusually heavy ice coverages in Hudson and 
Baffin Bays, and in the Labrador Sea in 1982-83 and 1991-92 
with strong and simultaneous NAO and ENSO episodes. In the 
present analysis, we found statistically significant correlations 
between the entire PC1 time series and the NAO and AO and 
noted that a strong NAO was typically coincident with PC1, 
PC4 and PC5 peak periods. 

6. Summary and Conclusions 

In this research our analysis approach has been to find 
the temporally/spatially strongest recurring ice anomaly pat- 
terns and then identify contemporary atmospheric pentads. Our 

intention was to provide observational evidence for the link- 
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ages between the ice and the global atmospheric system, rather 

than to identify cause and affect relationships. Using Principal 
Components Analysis, we have captured the five largest tem- 
porally repeating ice concentration anomaly patterns in the Nor- 
thern Hemisphere and have identified their contemporary 500Z 

pressure patterns.  
The strongest spatial-temporal ice concentration anomaly 

pattern over the 1980 to 1999 period was the phase-shifted ano- 
malies between the Greenland and Barents Seas and the Lab- 
rador Sea and in Davis Strait. The strongest loadings to this 
component were between 1983 and 1984 and from 1990 to 
1993 when there were negative ice concentration anomalies 
east of Greenland and much higher than average ice concen- 
trations closer to North America (PC1− mode). This was also 
the highest component found by Slonosky et al. (1997) when 
they analyzed the Walsh and Chapman ice anomaly data set 
from 1954 to 1990. We found this pattern to be associated 
with strong low pressure anomalies over the North Atlantic 
and is significantly correlated with the large-scale atmos- 
pheric patterns of the NAO and El Niño. 

The Beaufort Sea is another region where a consistent pa- 
ttern of decreased ice concentrations was identified. This mode 
(PC2+) has been generally positive since 1988, particularly in 
the summer months. The associated 500Z pattern shows a ty- 
pical warm season central polar low with a weak 500Z lati- 
tudinal gradient. This component is probably highlighting the 
anomaly pattern associated with the quasi-annual reversal of 
the Beaufort Sea Gyre. 

Negative ice concentration anomalies on the Siberian side 
of the Arctic were also identified as spatially and temporally 
strong (PC3–). We showed these anomalies to be coincident 

with low pressure centered over the northern Canadian Archi- 
pelago in tandem with an Aleutian High which could produce 
an increased flow of warm, southerly winds over the Siberian 
sector. 

The fourth principal component (PC4–) appears to be re- 
lated to the general oscillation of the Arctic ice pack between 
the North American and Eurasian sides of the Arctic basin. We 

found the shifting phases in the ice to be coincident with alter- 
nating 500Z pressure modes over the Laptev Sea. The load- 
ings time series for this component are visually similar to the 
NAO index, although a statistically significant correlation was 
not found. We did find an association of the timing of the 
PC4+ pentads with the NAO and El Niño series, however. 

All the significant loadings for fifth component (PC5) oc- 
cur in the fall and correspond to in-phase ice anomalies in the 
Chukchi and Greenland Seas and a phase-shifted anomaly in 

the Kara and Laptev Seas. Generally, these ice anomalies are 
associated with an expansive area of low pressure over the 
Arctic Basin with a centre that oscillates between the eastern 
Arctic Ocean and Baffin Island. The significant anomalies are 
distributed evenly across the time series and are not concen- 
trated at during any particular period. This would suggest that 
the forcing mechanisms for this anomaly pattern are episodic 
in nature, rather than related to low frequency atmospheric or 
oceanic fluctuations. 

Table 1. Changes in Temporal Characteristics of PC Loadings 

Ice Anomaly Component 

In this work, we have primarily examined co-occurring 
ice and atmospheric patterns. We found a statistically signifi- 
cant relationship between the NOA and PC1 and a plausible 
relationship between the NAO and PC4. This provides further 
evidence of the NAO as a dominant mechanism controlling 
Arctic sea ice. Even though PC1 was the only component stu- 
died that had statistically significant correlations with low-fre- 
quency atmospheric teleconnection patterns, we found weak 
correlations with all of the components. Although these coin- 
cidences do not necessarily imply teleconnectivity, they should 
be explored further to determine if more formal relationships 
can be established. We know from our work herein and else- 
where (e.g. Slonosky et al., 1997), however, that there may be 
stronger time lagged correlations between the ice and the at- 
mosphere. A more detailed look at the lagged relationships be- 
tween the atmospheric components and the ice anomalies could 
reveal more significant relationships than those uncovered 
here. This will be the subject of future communications. 

Principal components analysis has been shown to be a 
very useful tool for identifying spatial patterns of sea ice con- 
centrations and atmospheric pressures that occurred at various 
times in twenty-year period. The strength of this approach, 
over other hypertemporal procedures, is that it can isolate sig- 
nificant variations in the data both spatially and temporally. 
The component images show the spatial arrangement of a par- 
ticular ice concentration pattern while the loadings plots show 
when in the time series it is most prevalent. 

The analyses reported here provide a benchmark of sea 
ice-atmospheric teleconnections for the two decades leading 
up to 2000. Since then, the Arctic ice cover has continued to 
recede and in 2002 the Northern Hemisphere ice cover reach- 
ed a record minimum (Serreze et al., 2003; Stroeve et al., 
2005), and is receiving considerable international attention 
(e.g., IPCC, 2007; Serreze et al., 2007). Because the Arctic is 
so integrally connected with the Earth's climate system, there 
is concern that the recent changes in sea ice cover may have 
reached a tipping point that could trigger a cascade of global 
changes (Serreze et al., 2007). The interdecadal climatologies 

Period of Change Characteristics of Change 
PC 1 1988 - 1995 prolonged negative mode; this follows a consistently oscillating period 
PC 2 1987 - end shift from predominately negative mode to predominately positive mode 
PC 3 1988 - end sharp increase in variability 
PC 4 1989 - 1995 predominately negative phase; terminated by a sharp shift into positive mode 
PC 5 1990 - 1994 reduced variability 
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developed here are fundamental for the continued monitoring 
of polar condi- tions. 
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