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ABSTRACT.  In this study, an inexact inventory nonlinear programming (IINP) model is proposed for supporting electric power 
system planning under multiple unit prices and uncertain demands. The proposed IINP can deal with uncertainties presented as 
intervals and address nonlinearities in the objective function. It can also help to solve material supply problem with diverse unit prices 
as well as what, where, when and how much material should be purchased under uncertainty. Then, the IINP is applied to a case study 
of energy resources supply planning for an electric power system. Results obtained are useful for supporting (a) determination of 
reasonable energy resources supply scheme with global solutions, and elimination of step by step comparisons among many purchase 
schemes, (b) adjustment or justification purchase batches of energy resources supply and facility expansion for power-conversion 
technologies under different demand levels, and (c) integration of policies regarding energy resources supply, economy objective and 
environmental protection for in-depth analysis of tradeoff between purchase batch and unit price as well as system cost and risk. 
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1. Introduction 

With the rapid economic development and continual urban 

expansion, electricity demand is increasing sharply while ener- 
gy resources are decreasing severely throughout the world. 
For example, according to Statistics Bureau of Handan (Han- 
dan Statistics Bureau, 2011), the capacity expansion of elec- 
tric power system in the city of Handan in China was 45.22 
GW from 2003 to 2010. However, the reduced quantity of 
coal reserves was 300 million tonne from 2003 to 2010. To 
effectively address this problem, a series of processes should 
be considered synthetically: energy resources supply, trans- 
portation, storage, conversion and consumption as well as 
social policies. Each of them contains a variety of comple- 
xities, such as the diversity of available resource quantity and 
quality, multiple transportation tools and storage options, 
different conversion technologies and air pollution control 
schemes. Moreover, these complexities can be multiplied by 
many uncertainties expressed as diverse formats and their 
interactions. Therefore, effective planning of electricity gene- 
ration processes and efficient reflection of these complexities 
are critical to deal with electricity demand from a long-term 
point of view. 
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Previously, a number of systems analysis approaches were 

conducted to address the above problems in electric power 
systems (e.g., energy resources supply, conversion and de- 
mand). For example, with respect to energy resources supply, 
a great number of researchers encompassed different statisti- 
cal analysis and simulation technologies to assess and estima- 
te the current resources status and future allowance based on 
historic data (Laherrere, 2001, 2004; Rempel et al., 2006; 
Birant, 2011; Dale, 2012); relating to energy resources 
conversion, techniques based on optimization and decision 
analysis were proposed to solve problems such as capacity 
expansion (Hsu et al., 2000; Ahmed and Sahinidis, 2003; 
Yang and Wen, 2005; Yang et al., 2010; Suo et al., 2012; 
Xiong et al., 2012), improvement of generation efficiency 
(Dong et al., 2005; Wiszniewski, 2007; Nikolaidis and Vour- 
nas, 2008; Fallahi et al., 2011), reduction of air pollutants 
(Lazaroiu et al., 2007; Li et al., 2010; Zhou et al., 2011; Zhou 
et al., 2012), and combination with climate change (Rubin et 
al., 2004; Jafar et al., 2008; Muis et al., 2010; Shen et al., 
2012); regarding electricity demand, many models were de- 
veloped to estimate and forecast the electricity demand in 
different temporal and spatial scales, such as time series mo- 
dels (Tripathy, 1997; Hunt et al., 2003; Kumar and Jain, 2010), 
regression models (Jannuzzi and Schipper, 1991; Tunc et al., 
2006; Jónsson et al., 2010), econometric models (Arsenault et 
al., 1995; Christodoulakis et al., 2000; Meng and Niu, 2011), 
decomposition models (Lean and Smyth, 2009; Lazzaretto et 
al., 2010; Afshar and Bigdeli, 2011) and artificial systems 
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(Hsu and Chen, 2003; Carpinteiro et al., 2007; Xia et al., 
2010). However, few models consider energy resources supply 

with different unit prices under varied spatial and temporal 
conditions as well as its association with resources transport- 
tation, storage, conversion and environment. In fact, different 
unit prices for energy resources supply are usually in accor- 
dance with varied purchase quantities (whether the purchase 
amount or the purchase batch per time), which could lead to a 
variety of purchase schemes. Combining with the energy re- 
sources limitation in varied regions, different purchase sche- 
mes can bring significant influence in resources transportation 
scheme, storage management, conversion structure and scale 
as well as surrounding environmental quality in electric power 
systems. In this case, several questions have to be answered 
by the decision makers: (a) what energy resources should be 
purchased, (b) where resources should be purchased from, lo- 
cal and/or other regions, (c) which scheme/unit price should 
be selected, (d) when and how much energy resources should 
be purchased.  

An attractive technique that could tackle the above prob- 
lems is inventory theory, which was launched to address the 
material supply problem with diverse unit prices, as well as to 
solve what, where, when and how much material should be 
purchased under multiple materials, multiple unit prices and 
multiple demand levels with minimized system cost or maxi- 
mized system profit. In the past decades, a number of methods 
based on inventory theory were developed for industrial pro- 
duction management (Hammami et al., 2003; Kukreja and 
Schmidt, 2005; Porras and Dekker, 2008; EI Saadany and 
Jaber, 2010) and economic operation management (Khouja, 
2001; Papachristos and Skouri, 2003; Shin and Benton, 2007; 
Wang and Yang, 2009; Rieksts and Ventura, 2010). For exa- 
mple, Wee and Yang (2004) developed a heuristic solution 
model for a producer-distributors-retailers inventory system 
using the principle of strategic partnership, where the integ- 
ration of the supply chain was considered to reduce system 
cost; Gupta et al. (2006) presented a discrete-time model for 
setting clearance prices to clear retail inventories of fashion 
goods, where a heuristic procedure was developed to find 
near-optimal prices; Kim and Hwang (2008) dealt with an 
incremental discount policy on the taxi fare by developing a 
mathematical model based on regenerative process, with the 
assumption that customers arrive following a Poisson process 
with price-sensitive arrival rates; Arnold et al. (2009) presen- 
ted a deterministic optimal control approach optimizing the 
procurement and inventory policy of an enterprise that is pro- 
cessing a raw material when the purchasing price, holding 
cost and the demand rate fluctuating over time; Suo et al. 
(2011) developed an inventory-theory-based inexact two-stage 
model for solving water shortage and allocation problems 
under different flow levels; Tsao and Lu (2012) addressed an 
integrated facility location and inventory allocation problem 
through considering two types of transportation cost discounts: 
quantity discounts for inbound transportation cost and dis- 
tance discounts for outbound transportation cost. However, in 
these methods, neural network and/or genetic algorithm were 
used to get the best purchase scheme, with time consuming 

calculations and difficulties in obtaining global solutions 
under uncertainty. In fact, in electric power systems, due to the 
diversity of supply technology options available (affecting 
model size and complexity), the temporal and/or spatial evo- 
lutions of parameters over medium- to long-term time horizons, 
the dynamic variation of systems’ conditions, the environ- 
mental and social arguments, various uncertainties and nonli- 
nearities may exist in a variety of system components during 
the planning process (Li et al., 2010). Unfortunately, few 
studies were focused on developing inventory theory models 
for electric-power systems planning under uncertainty. 

Therefore, this study is to develop an inexact inventory 
nonlinear programming (IINP) model for identifying multiple 
energy resources supply schemes and supporting electric po- 
wer systems planning under uncertainty. The IINP will couple 
interval-parameter programming (IPP) with inventory nonli- 
near programming (INP), such that uncertainties presented as 
interval values and nonlinearities in the objective function can 
be addressed. The developed model will be first linearized by 
a 0 ~ 1 piecewise linearization approach, and then be trans- 
formed into two deterministic submodels based on an interac- 
tive algorithm. A case study of energy resources supply plan- 
ning for an electric power system will be provided to illustrate 
the applicability of the proposed method. Different energy 
resources supply schemes and the relationship with resources 
transportation, storage, conversion as well as environmental 
policy will be analyzed by IINP, such that optimal purchase 
schemes for energy resources can be identified to realize a 
minimum system cost under uncertainty.  

 

2. Methodology 

2.1 Inexact Inventory Nonlinear Programming 

Firstly, a description of a quantity discount inventory pro- 
blem in inventory theory is provided in this section. The most 
common quantity discount inventory problem faced by manu- 
facturers, retailers, and wholesalers is that the unit price of 
one material is varied with its purchase batch (i.e. if the pur- 
chase batch is different, the unit price may be also different 
even for the same material). There are many options followed 
with different unit prices and purchase batches, and the more 
the purchase is, the lower the unit price is (i.e. economies of 
scale). Under some situations, the unit price of the exceeding 
limit part is to increase because of the limit supply. Different 
purchase batches may lead to varied purchase schemes. There- 
fore, an inventory nonlinear programming (INP) model is 
formulated to solve such problems, where the unit price could 
change with the purchase batch. 

Specifically, the INP model can be described as follows: 
assuming that one material is needed to be purchased and 
there is no shortage. The related components include: demand 
(unit/unit time), setup cost for ordering one batch ($), unit 
cost for producing or purchasing each unit ($/unit), holding 
cost per unit per unit of time held in inventory ($/unit time), 
purchasing batch (unit/time), and time period (day or month). 
In detail, the demand means the total demand quantity in a 
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unit time; the setup cost means the cost for ordering one batch 
to replenish the stock, including the handling charge (the ex- 
penses for clients), communication expense, and travelling 
expense (all the fees happened for handling official business 
during the travelling period, such as transportation, accommo- 
dation and others) occurred in the ordering process; the unit 
cost includes the cost for ordering or purchasing one material; 
holding cost means the cost of storage’s operation, insurance 
and protection and so on; time period means a cycle length 
from one purchase scheme to the next scheme, and equals to 
purchasing batch divided by demand and then multiplied by 
the unit time, which can be used to determine when to purcha- 
se a kind of material. If the time period is t, the serial purchase 
schemes can be carried out one by one after each t time. Let 
the demand and batch be X and Q units per unit time, respect- 
tively. The setup cost for purchasing one batch and the holding 
cost per unit per unit of time held in inventory are K ($) and H 
($/month), respectively. Its corresponding unit cost is C(Q) 
($/unit), which is a piecewise function. When 1i iQ Q Q   , 

( )  ( 1,  2,  ...,  )i iC Q C i n  , where ( )iC Q  is a piecewise con- 
stant function and Qi is the demarcation point of thprice 
discount, with the assumption that 0 10 nQ Q Q       and 

1 2 nC C C     .  

Then, the total cost function of quantity discount invent- 
tory in one period, denoted by f(Q), can be formulated as fo- 
llows: 

( ) 1 2if Q XC HQ KX Q   , 1( ;  1,  2,  ...,  )i iQ Q Q i n   
   (1) 

By setting the first derivative of f(Q) to zero (and noting 
that the second derivative is positive), it can be obtained that 

21 2f Q H KX Q      (2) 

2Q KX H   (3) 

* * *( ) 1 2 2i if Q XC HQ KX Q KHX XC       (4) 

where *
iC is the unit price when *Q is included in its corres- 

ponding interval. However, the total cost in Equation (4) may 
not be a minimum one. Because of the quantity discount, it is 
necessary to calculate the total cost in other intervals, in order 
to obtain the optimum solution. Therefore, the optimum solu- 
tion of f should be chosen between f(Qi) and f(Q*), which can 
be defined as follows: 

 * * *( ) min ( ), ( ) 1,  2,  ,  if Q f Q f Q i n    (5) 

Under this condition, binary variables are introduced into 
Equation (5) to solve the quantity discount problem in supply 
systems, which leads to an inventory nonlinear programming 
(INP) model. The general formulation with the objective to be 

minimized can be expressed as follows: 

Min ' ' ' '

'1 1 1, 

( ( ) 2 ) ( ( )
m m n

i i ij ij ijij ij ij ij
i i j j j

f x C Q K H x x C Q
   

       

      1 2 )i ij ij i i ijH Q y K x Q   (6a) 

subject to: 

1

,  1,  2,  ...,  
m

il i l
i

a x b l r


   (6b) 

' ' ' ' '

'

1 1

'
1

( ) ,  ( ) ( ) ( ),  

if ,  ,  

ij ij ij ijij ij ij ij ij

ij ijij

C Q C C Q C Q C Q

Q Q Q i j j

 



  

   
 (6c) 

' '2 ,  i iij ij
Q K x H i    (6d) 

' ' ' '

'

'

1,  if ( ) 2

min ( ) 1 2 ,  ,  

0,  otherwise

i iij ij ij ij

ij ij ij i ij i i ijij

x C Q K H x

y x C Q H Q K x Q i j j

  
    



  (6e) 

' '

'1, 

1,  ,  {0,  1},  
n

ij ijij ij
j j j

y y y y i
 

           (6f) 

',  ,  ij ij ix y M i j j    (6g) 

' '

',  ,  1,  ...,  iij ij
x y M i j n    (6h) 

'

'

'

1,  

,  0,  ,  
n

i ij iij
j j j

x x x x i j j
 

      (6i) 

where ix is decision variables, representing the different mate- 
rials need to be purchased totally; ijx means the purchased 
quantity in segment j for material i; 'ij

y and ijy is binary varia- 
bles, denoting which unit price should be adopted for material 
i; ijC is a piecewise function about ijQ , indicating the unit price 
with ijQ being purchase batch for material i; iK and iH are se- 
tup cost for purchasing one batch and the holding cost per unit 
per unit of time held in inventory, respectively; Mi is the upper 
bound for material i can be supplied.  

Equation (6a) shows the total cost for all materials to be 
minimized under many purchase schemes, where the first part 
means that the purchase batch of the scheme is economic pur- 
chase batch and the second part represents that the purchase 
batch in the scheme is the different demarcation point. Each 
of the schemes is combined with supply cost, setup cost and 
holding cost. Equation (6b) guarantees the constraints for 
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different materials supplied/produced/consumed. Equation (6c) 
denotes the unit price is a piecewise function, which is deci- 
ded according to the purchase batch. Equation (6d) shows the 
purchase batch resulted from Equation (3). In Equation (6e), 
binary variables are used to identify which unit price should 
be undertaken for different materials while Equation (6f) gua- 
rantees only one unit can be adopted for each material. Equa- 
tions (6g) and (6h) are used to guarantee the materials less 
than the maximum supply. Equation (6i) means that the actual 
purchased material i is the sum of purchased quantity in all 
segments and the non-negativity of the corresponding deci- 
sion variables. 

The developed INP model can effectively deal with quan- 
tity discount problem in supply systems under deterministic 
situation. However, it is incapable of tackling uncertainties in 
the objective function and in the left- and right-hand sides of 
constraints presented as interval values. In fact, most cost 
parameters cannot be determined easily because they often 
change in some ranges followed with the market fluctuation. 
For example, unit prices for purchase material may increase 
with the resources shortage and decrease with resources over- 
supply, which can fluctuate in a certain range. Therefore, 
interval-parameter programming (IPP) technique can be intro- 
duced into the proposed INP model to deal with interval values, 
leading to an inexact inventory nonlinear programming (IINP) 
model as follows: 

Min 

' ' ' '

1

( ( ) 2 )
m

i iij ij ij ij
i

f x C Q K H x      



  
'1 1,  

( ( )
m n

ij ij ij
i j j j

x C Q  

  
   

1 2 )i ij ij i ij ijH Q y K x Q        (7a) 

subject to: 

1

,  1,  2,  ...,  
m

il i l
i

a x b l r  



   (7b) 

' ' ' ' '

'

1 1

'
1

( ) ,  ( ) ( ) ( ),  

if ,  ,  

ij ij ij ijij ij ij ij ij

ij ijij

C Q C C Q C Q C Q

Q Q Q i j j

        
 

  


  

   
 (7c) 

' '2 ,  i iij ij
Q K x H i      (7d) 

' ' ' '

'

'

1,  if ( ) 2

min ( ) 1 2 ,  ,  

0,  otherwise

i iij ij ij ij

ij ij ij i ij i ij ijij

x C Q K H x

y x C Q H Q K x Q i j j

     

       

 

     



 (7e) 

' '

'1, 

1,  ,  {0,  1},  
n

ij ijij ij
j j j

y y y y i   

 

     (7f) 

',  ,  ij ij ix y M i j j      (7g) 

' '

',  ,  1,  ...,  iij ij
x y M i j n      (7h) 

'

'

'

1,  

,  0,  ,  
n

i ij iij
j j j

x x x x i j j   

 

      (7i) 

where ix , ijy , ijC  , iK  , iH  , lb , ijQ , iM  are interval parame- 
ters/variables, and the ‘-’ and ‘+’ superscripts represent the 
lower and upper bounds of an interval parameter/variable, res- 
pectively (Huang and Cao, 2011).  

 

2.2. Solution Method 

Because there is nonlinearity in the objective function of 
IINP model, it is difficult to identify the uncertain relation- 
ships between the objective function and the related decision 
variables when using the interactive algorithm to solve model 
(7) for the intervals (Li et al., 2009). Consequently, a 0 ~ 1 
piecewise linearization approach is offered to handle such di- 
fficulties. A number of binary variables will be introduced as 
the decision variables to identify which segment is mostly 
approximate the nonlinear objective function. Thus, model (7) 
could be converted into as follows: 

Min ' ' ' '

1 1

( ( ) )
m s

ik ik ikij k ij ij ij k
i k

f x C Q x z        

 

     

     
'1 1, 

( ( ) 1 2 )
m n

ij ij ij i ij ij i ij ij
i j j j

x C Q H Q y K x Q        

  

     (8a) 

subject to: 

1

,  1,  2,  ...,  
m

il i l
i

a x b l r  



   (8b) 

' ' ' ' '

'

1 1

'
1

( ) ,  ( ) ( ) ( ),  

if ,  ,  

ij ij ij ijij ij ij ij ij

ij ijij

C Q C C Q C Q C Q

Q Q Q i j j

        
 

  


  

   
 (8c) 

' '2 ,  i iij ij
Q K x H i       (8d) 

' ' ' '

'

'

1,  if ( )

min ( ) 1 2 ,  ,  

0,  otherwise

ik ik ikij k ij ij ij k

ij ij ij i ij i ij ijij

x C Q x z

y x C Q H Q K x Q i j j

       

       

   
    



 (8e) 

' '

'1, 

1,  ,  {0,  1},  
n

ij ijij ij
j j j

y y y y i   

 

     (8f) 
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',  ,  ij ij ix y M i j j       (8g) 

' '

',  ,  1,  ...,  iij k ij
x y M i j n      (8h) 

'1,  if 
,  ,  k

0, otherwise

ik ikij k
ik

R x R
z i




   


  (8i) 

' 0,  ,  ik ikij k
x R z i k     (8j) 

' 0,  ,  ik ikij k
x R z i k     (8k) 

1

1,  
s

ik
k

z i



   (8l) 

'

'

'

11, 

,  0,  ,  
n s

i ij iij k
kj j j

x x x x i j j   

 

        (8m) 

where ikz is binary variable for determining which segment of 
'ij k

x ; k indicates segment of decision variables; ik  denotes the 
slope of setup and holding costs curve in segment k; ik  is the 
Y-intercept of setup cost and holding costs curve in segment k; 

ikR and ikR mean the lower and upper bounds of segment k, 
respectively. Obviously, model (8) is a conventional interval-  
parameter mixed integer linear program (IMILP), which can 
be transformed into two deterministic submodels that corres- 
pond to the lower- and upper-bound of the objective function 
value, based on interactive algorithm (Fan and Huang, 2012). 
The two submodels corresponding to f  and f  can be formu- 
lated as follows: 

Lower-bound submodel 

Min f    

' ' ' '

1 1

( ( ) | | ( ) | | ( ) )
m s

ik ik ik ik ikij k ij ij ij k
i k

x C Q Sign x Sign z           

 

   

'1 1,  

( ( ) 1 2 )
m n

ij ij ij i ij ij i ij ij
i j j j

x C Q H Q y K x Q        

  

      (9a) 

subject to: 

1

| | ( ) ,  1,  2,  ...,  
m

il il i l
i

a Sing a x b l r   



   (9b) 

' ' ' ' '

'

1 1

'
1

( ) ,  ( ) ( ) ( ),  

if ,  ,  

ij ij ij ijij ij ij ij ij
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 ij optQ be solutions of submodel (10). When IINP model [i.e., 
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ted as follows: 

' '

' '
     

1 11, 1, 

[ ,  ],
n s n s

i opt ij opt ij optij k opt ij k opt
k kj j j j j j

x x x x x    

    

       

',  i j j   (11a) 

   [ ,  ]ij opt ij opt ij opty y y    (11b) 

   [ ,  ]ik opt ik opt ik optz z z     (11c) 
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f  f 

 
Figure 1. Flow diagram of the IINP model. 
 

Figure 1 depicts the framework of the IINP model with 
the objective function being minimized. The IINP model can 
not only deal with uncertainty expressed in forms of intervals 
but also obtain the global solutions with nonlinear objective 
function. Moreover, it can effectively reflect the quantity dis- 
count problem based on the introduction of binary variables. 
Therefore, the IINP model can be used for discount inventory 
problems to obtain the best purchase batch associated with 
different unit prices under uncertainty. 
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3. Application 

The City of WuAn is located in the southern Hebei pro- 
vince. The city occupies an administrative area of around 1,806 

km2, and makes up of 22 townships and 502 administrative 
villages, with 680 thousand permanent populations. Based on 
Statistics Bureau of Hebei, its GDP reached to 52.83 billion 
RMB in 2011(Hebei Statistics Bureau, 2011). It has abundant 
mining resources, such as coal, iron, and marble. With the 
economic development and population growth, its amount of 
electricity demand has a rapid growth in recent years. Based 
on Statistics Bureau of WuAn, its electricity consumption in- 
creased from 280 PJ in 2005 to 390 PJ in 2010(WuAn Statis- 
tics Bureau, 2011). If the electricity generation cannot satisfy 
the end-users’ demands, the local decision makers have to 
invest more funds to expand the capacities of the current 
power-generation facilities to meet the city’s electricity self- 
supply. 

Energy resources supply in the city mainly relies on coal 
and natural gas, which can be from import and mining sources. 
Resources import from other regions usually has higher costs, 
which can be limited by the availability of electricity from 
adjacent power grids and different purchase schemes. In detail, 
resources import is usually in a large quantity, which may 
refer to different batch prices and thus lead to various purcha- 
se options. In real-world practical problems, the unit prices for 
different energy resources are varied with the purchase ba- 
tches; this means that the more the purchase batch, the lower 
the unit price is, and vice versa. Moreover, importing too much 

energy resources can increase the holding cost (the cost for 
inventory management) and bring burden to the storage capa- 
city, even lead to huge quantity of tied-up funds; importing 
too little energy resources cannot meet the energy demand 
with higher unit price, and also increase the purchase frequen- 
cy, leading to an increased setup cost (the cost for purchasing 
one batch in order to replenish the stock, including the 
handling charge, communication expenses, travelling expenses 

occurred in the purchasing process). Due to the limitation of 
resources development planning from country, the city’s ener- 
gy resources supply partly depends on resources import from 
the other regions such as Ci county and Shanxi province.  

Although coal is quite dirty, it accounts for an important 
part in WuAn’s energy resources supply. The amount of coal 
imported from other regions takes up to 45% of the total 
amount of coal consumption in this city. Most of the coal 
production is used for steel production and electricity genera- 
tion, while the rest is exported. In addition, the electricity ge- 
neration is far from meeting its increasing demand. According 
to its future economic development planning and the relation- 
ship between economic development and electricity demand, 
the electricity demand within a 15-year planning horizon (from 

2016 to 2030 with three 5-year periods) for this city can be 
calculated; the electricity demands will be [550, 690], [600, 
820], [700, 930] PJ in the three periods (He et al., 2009). The 
city’s existing electricity capacities are only 1.97GW, inclu- 
ding 0.28 GW of natural gas-fired generation, 1.4 GW of 
coal-fired generation, 0.26 GW of hydropower generation, 

0.014 GW of solar power generation, and 0.016 GW of me- 
thane power generation. Wherein, the electricity generation 
from solar power and methane power accounts for 1.5% of the 
total electricity generation, which are mostly for residential 
living usage in villages. Because solar power and methane po- 
wer are limited by specific conditions and techniques and un- 
stable, they are not considered in this study. 

Energy production and consumption, waste disposal and 
industrial processes are the primary sources of pollution emi- 
ssions in this city. For instance, coal-fired power plant is the 
largest source of sulfur dioxide (SO2), nitrogen oxides (NOx) 
and particulate matter (PM) emissions, while natural gas-fired 
power plant is the second largest source of SO2 and NOx emi- 
ssions. The amount of SO2 emission reached 48.41 × 103

 tonne 

in 2008, which accounts for 47% of the total emission of SO2 
in this city. The amounts of NOx and PM emissions reached 
50.13 × 103 and 12.60 × 103 tonne in 2008, respectively. In 
order to improve air quality, WuAn has made significant achi- 
evement by adoption of many energy policies and air quality 
control measures. By the end of 2010, the total emission a- 
mounts of major pollutants had been dropped 20% compared 
with 2005. In the future, the government would pay more 
attention to cut the total emission of major pollutants to reali- 
ze the objective of “Green City”. Therefore, it is necessary to 
identify the uncertain and complex responses of various energy 

resources supply schemes and electricity generation strategies 
to emission-mitigation measures, and an electric power-en- 
vironment system optimization planning is desired by local 
decision makers. 

The city’s electric power systems have complex interact- 
tion with a number of subsystems. Figure 2 presents interact- 
tive relationships between different system sectors, containing 
energy resources supply, transportation, inventory, resources 
conversion and utilization. Electricity utilization of this city 
includes agriculture, commerce, industry, residents, and muni- 
cipal sectors. The city’s pillar industries contain metallurgy 
industries and building materials industries. In 2008, the elec- 
tricity consumption of pillar industries accounted for 80% of 
the total electricity consumption, which control the city’s eco- 
nomic lifeblood. The municipal sectors consist of water supply, 
power supply, heat supply, gas supply and others. Generally, 
electric power activities/services have relationships with rele- 
vant infrastructural investments and pollutant emissions, and 
have influences on local ecosystems. However, institutional 
measures and socio-economic activities would also have im- 
pacts on the electric power systems through different policies, 
actions and strategies, which could then have indirect effects 
on the other factors within the community. Correspondingly, 
electric power systems planning will help to design a series of 
activities under these limited “allowances” for energy resour- 
ces supply and allocation, in order to achieve desired socio- 
economic and environmental targets. 

In this study, an electric power generation system in one 
small city of China is studied. Since electric power system 
planning includes electricity generation which may refer to 
energy resources (e.g., coal) purchase, transportation, storage 
and usage, it is noted that energy resources purchase process 
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Figure 2. Flow diagram of the energy supply- electricity 
demand system. 
 

is a business process, which would refer to resources unit 
prices, purchase batches and purchase time periods. Further- 
more, due to limited capital and production continuity in elec- 
tric power systems, it is necessary to optimize the resources 
purchase scheme to save investments on material purchase 
and storage. The aim of inventory theory is to determine rules 
that managers can use to minimize the cost (or maximize the 
benefit) associated with maintaining inventory and meeting 
users’ demand. In addition, as for the material supply problem 
with diverse unit prices, a quantity discount inventory model 
is helpful to answer the following questions: what material 
should be purchased; where material should be purchased 
from, local and/or other regions; which scheme/unit price 
should be selected; when and how much material should be 
purchased. Therefore, introducing the inventory theory into 
electric power systems would be helpful to solve these prob- 
lems in this study case. 

In addition, there are many other complex processes in 
electric power systems that should be considered by the local 
decision makers, such as energy resources transportation, 
resources conversion and utilization as well as the resulting 
pollutant emissions. Furthermore, uncertain parameters, pur- 
chase schemes, and expansion options should be analyzed by 
suitable system analysis techniques. For example, several fac- 
tors may affect the system cost, purchase cost, transportation 
cost, operation cost and the emission loads of air pollutants in 
real-world problems. The system cost may change along with 
the resources quality, the prices of resources, the economic 
development levels and the environmental planning policy; 
the purchase cost may vary with the market fluctuation and 
purchase quantity; the transportation cost are affected by the 
distances and different transportation tools; the emission loads 
are influenced by varied resources, the utilization conditions 
and the amount of electricity generation. In electric power 
systems, the related costs and technologic parameters could be 
stated as intervals. These parameters are described with their 

lower- and upper- bounds to effectively reflect the real prob- 
lems. The determination of which purchase options for energy 
resources supply should be selected and whether or not 
capacity expansion should be adopted can be identified by 
binary variables. To handle such complexities and uncertain- 
ties, systematical electric power systems planning is expected 
under comprehensive study and application. In the study area, 
multiple energy resources supply schemes need to be deter- 
mined with availabilities for satisfying the electricity genera- 
tion. This leads to an application of inexact inventory non- 
linear programming (IINP) to electric power systems planning. 
If local energy resources supply cannot adequately meet the 
electricity generation, decision makers will need to pay higher 
unit prices to import resources from other regions. In this case, 
the unit prices for different energy resources may be varied 
with the purchase batches, which means that the more the pur- 
chase batch, the lower the unit price is, and vice versa. No 
matter which unit price would be selected in response to the 
shortages of energy resources, bad influence would be happen- 

ed. Furthermore, if electricity supply cannot sufficiently satis- 
fy the end-users’ demands, decision makers will need to invest 
more funds to expand the capacities of the current facilities. 
The problem under consideration is how to reasonably deter- 
mine energy resources supply schemes and decide how to 
expansion to minimize the net system costs. Decision makers 
need to ascertain the desired energy resources supply scheme, 
facility-expansion and air pollutants mitigation strategy with a 
minimized system cost.  

Generally, the problems existing in electric power systems 

should be considered: (a) how to efficiently select an optimized 

purchase scheme with different unit prices, purchase batches 
and sound timing consideration, (b) how to effectively deter- 
mine optimized capacity expansion scheme under different 
electricity demand level, and (c) how to integrate energy re- 
sources and environmental policies into the study problem 
with minimum system cost and risk. According to the pro- 
posed IINP method, the study problem can be formulated as 
follows: 

Min f  = (1) + (2) + (3) + (4) + (5) (12a) 
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(2) Cost for transporting resources 
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(3) Cost for capacity expansion 
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(4) Operation cost for electricity generation 
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(5) Operation cost for controlling pollution emissions 

3 2 2 3 2 3

1 1 1 1 1 1

3 2 3

1 1 1

n n p p

n p

s s

s

jm t m t jm t m t
t j m t j m

jm t m t
t j m

ANO OCN APM OCP

ASO OCS

   

     

 

  





 


  (12f) 

subject to: 

[Constraints for natural gas mass balance] 
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[Constraints for coal mass balance] 
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[Constraints for hydropower mass balance] 
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[Constraints for electricity supply and demand balance] 
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[Constraints for resources supply] 
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[Constraints for electricity peak load demand] 
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[Constraints for capacity expansion of electricity-generation 
facilities] 
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[Constraints for air-pollution control demand] 
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[Constraints for air-pollution emissions] 
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2 3

1 1

(1 ) ,  
s s

s

m t jm t t
j m

ASO EMS t  

 

    (12u) 

2 2

1 1

(1 ) ,  
n n

n

m t jm t t
j m

ANO EMN t  

 

    (12v) 

2 3

1 1

(1 ) ,  
p p

p

m t jm t t
j m

APM EMP t  

 

    (12w) 

[Constraints for technology] 

0,  ,  itXS i t    (12x) 

2

1

,  ,  1,  2, 3, 4it iqt
q

XS XS t i 



    (12y) 

0 00;  0,  jE SE j     (12z) 

Subscripts: 

i = type of energy resources, i =1, 2, 3, 4, 5; i = 1 for imported 
natural gas, i = 2 for domestic natural gas, i = 3 for imported 
coal, i = 4 for domestic coal, i = 5 for water 

j = type of power conversion technology, j = 1, 2, 3; j = 1 for 
natural gas-fired power, j = 2 for coal-fired power, j = 3 for 
hydropower 

q = type of unit price for energy resources, q = 1, 2; q = 1 for 
higher unit price, q = 2 for lower unit price  

sm = type of SO2 control measure, sm = 1, 2, 3; sm = 1 for soda 
ash scrubber (SAS); sm = 2 for wet limestone scrubber (WLS), 

sm = 3 for lime spray dryer (LSD) 

nm = type of NOx control measure, nm = 1, 2; nm = 1 for sele- 
ctive catalytic reduction (SCR), nm = 2 for selective non- 
catalytic reduction (SNCR) 

pm = type of particulate matter (PM) control measure, pm = 1, 
2, 3; pm = 1 for fabric filiter/baghouse (BH), pm = 2 for 
electrostatic precipitator (ESP), pm = 3 for wet collector (WC) 

t = time period, t = 1, 2, 3 

 

Parameters: 

iqtC  = unit price for energy resources (i = 1, 2, 3, 4; q = 1, 2) 
in period t (106 US$/PJ) 

tD = total electricity demand in period t (PJ) 

tE  = surplus electricity when the total electricity demand tD  
is satisfied in period t (PJ) 

'
itQ  = the demarcation point of the price discount for energy 

resource i in period t (PJ) 

jtSE  = surplus electricity for power conversion technology j in 
period t (PJ) 

jtFC  = fixed-charge cost for capacity expansion of power 
conversion technology j in period t (106 US$) 

itHC  = holding cost per unit per unit of time held in inventory 
for energy resource i in period t (106 US$/a) 

itKC  = setup cost for purchasing one batch of energy resource 
i in period t (106 US$) 

jtOC  = operation cost of power conversion technology j for 
electricity generation in period t (106 US$/PJ) 

tPL = peak load demand in period t (GW) 

itTC = transportation cost per unit for energy resource i in 
period t (106 US$/PJ) 

itUX  = upper bound for allowable energy resource i supply in 
period t (PJ) 

jtVC  = variable cost for capacity expansion of power conver- 
sion technology j in period t (106 US$/GW) 

jtCPT  = units of electricity production per unit of capacity for 
power conversion technology j in period t (PJ/GW) 

jtECP = units of energy carrier per unit of electricity produ- 
ction for conversion technology j in period t (PJ/PJ) 

tEMN  = NOx emission allowance in period t (tonne) 

tEMP = PM emission allowance in period t (tonne) 

tEMS  = SO2 emission allowance in period t (tonne) 

sm tOCS  = operation cost of control measure sm for SO2 emi- 
ssion in period t (US$/tonne) 

nm tOCN  = operation cost of control measure nm for NOx emi- 
ssion in period t (US$/tonne) 

pm tOCP = operation cost of control measur pm for PM emi- 
ssion in period t (US$/tonne) 

jtRES  = residual capacity of power conversion technology j in 
period t (GW) 

jtUCE  = upper bounds for capacity expansion of power con- 
version technology j in period t (GW) 

jtNOE  = unit of NOx emission per unit of electricity produc- 
tion for power conversion technology j in period t (tonne/ 
GWh) 

jtPME  = unit of PM emission per unit of electricity produc- 
tion for power conversion technology j in period t (tonne/ 
GWh) 

jtSOE  = unit of SO2 emission per unit of electricity produc- 
tion for power conversion technology j in period t (tonne/ 
GWh) 

nm t = average efficiency of NOx control measure nm (%) 

pm t = average efficiency of PM control measure pm (%) 

sm t = average efficiency of SO2 control measure sm (%) 

 

Decision variables: 

itXS  = energy resource i supply in period t (PJ) 
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iqtXS  = energy resource i supply under different purchase ba- 
tch in period t (PJ) 

jtXE  = continuous variables about the amount of capacity ex- 
pansion of power conversion technology j in period t (j = 1, 2, 
3) (GW) 

njm tANO = amount of NOx generated from power conversion 
technology j to be mitigated by control measure nm in period t 
(tonne) 

pjm tAPM  = amount of PM generated from power conversion 
technology j to be mitigated by control measure pm in period t 
(tonne) 

sjm tASO = amount of SO2 generated from power conversion 
technology j to be mitigated by control measure sm in period t 
(tonne) 

iqtY  = binary variables for identify which unit price for impor- 
ted energy resource i should be adopted in period t ( iqtY   = 0/1, 
i = 1, 2, 3, 4) 

jtZ  = binary variables for identifying whether or not a capaci- 
ty expansion action of power conversion technology j should 
be undertaken in period t ( jtZ   = 0/1, j = 1, 2, 3,) 

itQ = the best purchase batch for energy resource i in period t 
(PJ) 

f  = expected system cost over the planning horizon (106 

US$) 

According to the proposed 0 ~ 1 piecewise linearization 
method in subsection 2.2, model (12) can be converted into an 
IMILP model by introducing a number of binary variables, 
and then be transformed into two deterministic submodels co- 
rresponding to the lower and upper bounds of the objective 
function value, and solved by a two-step interactive method. 
The summarized solution steps for this model can be presen- 
ted as follows: 

Step 1: Formulate the IINP model [i.e. model (12)]. 

Step 2: Linearize model (12) by introducing a 0 ~ 1 piecewise 
linearization approach. 

Step 3: Transform the developed model in step 2 into two 
submodels, where f  is desired since the objective is to 
minimize f  ; formulate the first submodel which corresponds 
to f  .  

Step 4: Solve the f  submodel and obtain solution of 

, 1itk opt qXS
 , , 2it opt qXS 

 , 1  i t optY  , 2  i t optY  ,  jt optZ  and itk opt . 

Step 5: Calculate , 1  ,  1
1

s

it opt q itk opt q
k

XS XS 
 



 , and  it optXS    

,  1  ,  2
1

s

itk opt q it opt q
k

XS XS 
 



 . 

Step 6: Formulate the second submodel which corresponds to 
f  . 

Step 7: Solve the f   submodel and obtain solution of 

, 1itk opt qXS 
 , ,  2it opt qXS 

 , 1  i t optY  , 2  i t optY  ,  jt optZ  and itk opt . 

Step 8: Calculate , 1  ,  1
1

s

it opt q itk opt q
k

XS XS 
 



 , and  it optXS    

,  1  ,  2
1

s

itk opt q it opt q
k

XS XS 
 



 . 

Step 9: Combine the two submodels’ solutions to obtain the 
solution of model (12): 

[ ,  ]iopt iopt ioptf f f    

   [ ,  ],  ,  it opt it opt it optXS XS XS i t     

1  1  1  [ ,  ],  ,  i t opt i t opt i t optY Y Y i t     

2  2  2  [ ,  ],  ,  i t opt i t opt i t optY Y Y i t     

   [ ,  Z ],  ,  jt opt jt opt jt optZ Z j t     

Table 1. Purchase Costs for Energy Resources Supply (106 US$/PJ) 

Cost t q 
Energy supply 

Imported natural gas Domestic natural gas  Imported coal Domestic coal Hydro 

Unit price  

iqtC   
1 1 [7.00, 8.00] [6.00, 7.00] [4.20, 5.00] [3.50, 4.00] — 
2 [8.00, 9.00] [7.00, 8.00] [5.20, 6.00] [4.50, 5.00] — 
3 [9.00, 10.00] [8.00, 9.00] [6.20, 7.00] [5.50, 6.00] — 

 1 2 [5.50, 6.50] [4.50, 5.60] [3.00, 4.00] [2.50, 3.20]  
 2 [6.50, 7.50] [5.50, 6.60] [4.00, 5.00] [3.50, 4.20]  
 3 [7.50, 8.50] [6.50, 7.60] [5.00, 6.00] [4.50, 5.20]  
Setup cost  

itKC   
1 1 [[0.04, 0.06] [0.02, 0.03] [0.03, 0.05] [0.03, 0.04] — 
2 [0.05, 0.07] [0.02, 0.03] [0.04, 0.06] [0.03, 0.04] — 
3 [0.06, 0.08] [0.02, 0.03] [0.05, 0.07] [0.03, 0.04] — 

Holding cost  

itHC  
1 1 [4.00, 5.00] [4.00, 5.00] [1.00, 1.50] [1.00, 1.50] — 
2 [4.50, 6.50] [4.50, 6.50] [1.50, 2.00] [1.50, 2.00] — 
3 [5.00, 7.00] [5.00, 7.00] [2.00, 2.50] [2.00, 2.50] — 

Transportation cost 

itTC  
1 1 [8.50, 9.50] [3.50, 4.00] [6.00, 7.00] [2.00, 3.00] — 
2 [9.00, 10.00] [4.00, 4.50] [7.00, 8.00] [3.00, 4.00] — 
3 [9.50, 10.50] [4.50, 5.00] [8.00, 9.00] [4.00, 5.00] — 

Upper bound for allow- 
able energy supply (PJ) 

itUX   

1 1 [130, 160] [65, 80] [260, 300] [150, 170] [30, 50] 
2 [150, 180] [80, 95] [270, 320] [180, 200] [30, 50] 
3 [170, 200] [95, 100] [280, 360] [210, 220] [30, 50] 

* Symbol “—” denotes the cost is not considered. 
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   [ ,  ],  ,  ,  itk opt itk opt itk opt i t k       

Step 10: Stop. 

In this study system, multiple energy resources supply 
schemes with varied unit prices and purchase batches, multi- 
ple conversion technologies, multiple end-users and multiple 
pollution mitigation strategies are considered. Table 1 shows 
related purchase costs for energy resource supply and the 

upper bound of energy resources supply allowance, which are 
estimated according to Statistics Bureau of Hebei and the 
survey report (Hebei Statistics Bureau, 2011). Resources im- 
port from other regions usually has higher costs, which is 
always limited by the availability of resources supply allow- 
ance from other regions and different purchase schemes. Two 
unit prices (local or imported) in accordance with different 
purchase batches per time for same energy resource supply 
are considered in this study.  

Table 2. Economic and Technological Data for Different Power Conversion Technologies 

Different conversion technologies 
Time period 

t = 1 t = 2 t = 3 

Operation cost for electricity generation by each power conversion technology (106 US$/PJ)
jtOC

Gas-fired power [0.80, 1.05] [0.9, 1.20] [1.00, 1.30] 
Coal-fired power [0.20, 0.45] [0.30, 0.55] [0.45, 0.70] 
Hydropower [0.70, 0.95] [0.80, 1.05] [0.90, 1.15] 

Fixed (US$106) and variable (106 US$/GW) costs for capacity expansion 
Gas-fired power Fixed cost, 1tFC 350 450 550 

variable cost, 1tVC  [670, 820] [720, 870] [770, 920] 

Coal-fired power Fixed cost, 2tFC 400 450 500 

variable cost, 2 tVC  [710, 860] [760, 910] [810, 960] 

Hydropower Fixed cost, 3tFC  650 750 850 

variable cost, 3tVC [1850, 2350] [2150, 2650] [2450, 2950] 

Units of electricity production per units of capacity (PJ/GW) jtCPT 

Gas-fired power 80 85 90 
Coal-fired power 90 95 100 
Hydropower 70 75 80 

Units of energy carrier per units of electricity production (PJ/PJ) jtECP  

Gas-fired power [2.45, 2.70] [2.20, 2.55] [2.05, 2.30] 
Coal-fired power [3.25, 3.50] [3.10, 3.35] [2.95, 3.20] 

Upper bounds for capacity expansion of power conversion technology (GW) jtUCE

Gas-fired power [0.5, 0.6] [0.6, 0.7] [0.7, 0.8] 
Coal-fired power 0.5 0.4 0.3 
Hydropower [0.3, 0.4] [0.4, 0.5] [0.5, 0.6] 
Peak load demand (GW)  [1.5，3.0] [2.0，3.5] [2.5，4.0] 

Units of SO2 emission per unit of electricity production (tonne/PJ) jtSOE

Gas-fired power [4, 6] [3, 5] [2, 4] 
Coal-fired power [425, 450] [375, 400] [325, 350] 
Hydropower 0 0 0 

Units of NOx emission per unit of electricity production (tonne/PJ) jtNOE

Gas-fired power [26, 28] [23, 25] [20, 22] 
Coal-fired power [330, 350] [300, 320] [270,290] 
Hydropower 0 0 0 

Units of PM emission per unit of electricity production (tonne/PJ) jtPME 

Gas-fired power 0 0 0 
Coal-fired power [35, 47] [29, 33] [24, 28] 
Hydropower 0 0 0 

SO2 emission allowance (tonne) tEMS   [45000, 50000] [40000, 45000] [35000, 40000] 

NOx emission allowance (tonne) tEMN   [26000, 32000] [24000, 29000] [23000, 27000] 

PM emission allowance (tonne) tEMP  [500, 600] [400, 500] [300, 400] 
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Table 2 presents the economic and technological data for 
different power conversion technologies. In this table, the ca- 
pacity expansion costs and technological data are estimated 
based on the data from the company of Datang WuAn, while 
the operation cost is estimated according to different power 
conversion technologies and capacities. Based on the data 
from the Environmental Report of Hebei (Yin, 2011), units of 
all the pollutants emissions per unit of electricity production 
from these power plants can be estimated. In order to improve 
local air quality, the pollution emissions allowances will gra- 
dually decrease in three planning periods to comply with the 
environmental policy, which are estimated based on the Plan 
of main pollutant total emission reduction for WuAn in 2011 
(Zhang, 2011). Besides, soda ash scrubber (SAS), wet lime- 
stone scrubber (WLS) and lime spray dryer (LSD) are em- 
ployed to control the amount of SO2 emission, while selective 
catalytic reduction (SCR) and selective non-catalytic reduc- 
tion (SNCR) are used to reduce the amount of NOx emission, 
and fabric filiter/baghouse (BH), electrostatic precipitator 
(ESP) and wet collector (WC) are selected to alleviate the 
amount of PM emission.  

 

4. Results and Discussion 

4.1. Result Analysis 

Table 3 shows the solutions of energy resources supply 
and binary variables for identifying different purchase prices 
obtained from the IINP model. Since the most electricity 
generation is from coal-fired power plant followed with na- 
tural gas-fired power plant and hydropower plant, the main 
resources supply is coal, and then is natural gas and last is 
hydro. The results demonstrate that most of the resources su- 
pply is from local region, and imported resources are respon- 
sible for the rest supply in case of local resources shortage. 
For example, for natural gas-fired power plant, local natural 
gas supply would be [65, 80], [80, 95], and [95, 100] PJ in the 
whole planning period, individually, which reach their respe- 
cttive upper bounds of allowable supply and follow an increa- 
sed trend with the demand increment; in comparison, imported 

natural gas would not have obvious increasing or decreasing 
trend, being [130, 160], [71.50, 180], and [0, 181.21] PJ in pe- 
riods 1, 2 and 3, respectively, which is due to different surplus 
natural gas supply in previous periods. In period 1, since the 
initial natural gas storage is zero, both of local and imported 

natural gas supply have reached the upper bounds of allowa- 
ble supply; in periods 2 and 3, due to the surplus natural gas 
supply in periods 1 and 2, relatively, less natural gas would be 
imported with the increasing demand and local natural gas 
supply, particularly the lower bound of imported natural gas 
supply. The similar trend also can be found in coal-fired po- 
wer plant. For hydropower plant, the optimized water supply 
quantity would be [7.70, 50] PJ in period 2 and [20.80, 48.50] 
PJ in period 3 resulted from various surplus water supply in 
periods 1 and 2, respectively.  

In addition, in accordance with different energy resources 
supply, varied unit prices should be determined to minimize 
the system cost, which can be reflected by the binary variable 
of iqtY  . In Table 3, if , 1it qY 

 =1, the higher unit price would be 
undertaken followed with less purchase batch per time; other- 
wise, the lower unit price would be undertaken followed with 
more purchase batch per time ( , 1it qY 

 = 0 and , 2it qY 
 = 1). For 

example, the purchase unit price for imported natural gas su- 
pply would be [5.50, 6.50] × 106, [8.00, 9.00] × 106 and [9.00, 
10.00] × 106 US$/PJ over the planning periods, respectively, 
while they are [6.00, 7.00] × 106, [7.00, 8.00] × 106 and [8.00, 
9.00] × 106 US$/PJ for local natural gas supply in the whole 
planning period, individually. The unit prices for coal supply 
from local and other regions can be similarly analyzed based 
on the results shown in Table 3. The results indicate that diffe- 
rent energy resources would be imported with varied unit pri- 
ces under different local energy resources supply abilities and 
demand levels. 

In accordance with the total purchase quantities and di- 
fferent unit prices for energy resources supply, the adopted 
purchase batches per time obtained from the proposed IINP 
model are depicted in Figure 3. Actually, there is a variety of 
factors influence the purchase batch, such as unit price, setup 
cost, holding cost, storage capacity, as well as the total pur- 
chase quantity. In period 1, the purchase batch would be [9, 
10], [1.80, 2.19], [14, 16], and [11, 12] PJ for imported natural 
gas, domestic natural gas, imported coal and domestic coal, 
respectively; in period 2, the purchase batch would be [2.82, 
4.40], [1.89, 2.09], [14, 16], and [11, 12] PJ for imported and 
domestic natural gas and coal, individually; in period 3, the 
purchase batch would be [0, 4.55], [1.95, 2.07], [14, 16], and 
[11, 12] PJ for imported natural gas, domestic natural gas, 
imported coal and domestic coal, respectively. Through com- 
paring the demarcation purchase batch ([9, 10], [6, 8], [14, 16]  

Table 3. Solutions of Energy Resources Supply Obtained from the IINP Model 

Resources 
Optimal resources supply (PJ) q = 1 ← Binary variables 

iqt
Y  → q = 2 

t = 1 t = 2 t = 3 t = 1 t = 2 t = 3 t = 1 t = 2 t = 3 
Imported natural gas [130, 160] [71.50, 180] [0, 181.21] 0 1 1 1 0 0 
Domestic natural gas [65, 80] [80, 95] [95, 100] 1 1 1 0 0 0 
Imported coal [260, 300] [270, 320] [280, 306.55] 0 0 0 1 1 1 
Domestic coal [150, 170] [180, 200] [210, 220] 0 0 0 1 1 1 
Hydro [30, 50] [7.70, 50] [20.80, 48.50] – – – – – – 
* Symbol “–” denotes the cost is not considered. 



M. Q. Suo et al. / Journal of Environmental Informatics 22(1) 49-67 (2013) 

 

62 

Table 4. Solutions of Power Generation Obtained from the 
IINP Model 

Conversion 
Technologies 

Time period 

t = 1 t = 2 t = 3 

Binary variables jtZ   

NGP 1 [0, 1] [0, 1] 
CFP [0, 1] 1 1 
HP [0, 1] 0 0 

Amount of Capacity expansion
jtXE  (GW) 

NGP [0.50, 0.60] [0, 0.37] [0, 0.37] 
CFP [0, 0.06] 0.13 0.13 
HP [0, 0.40] 0 0 

Amount of Power generation (PJ) 
NGP [152.48, 190.08] [145.48, 271.00] [143.54, 335.13]
CFP [409.50, 459.90] [450.50, 505.93] [490.00, 550.73]
HP [18.20, 46.20] [19.50, 49.50] [20.80, 52.80] 
NGP: Natural gas-fired power, CFP: Coal-fired power, HP: Hydropower. 
 

and [11, 12] PJ for imported natural gas, domestic natural gas, 
imported coal and domestic coal, respectively) and economic 
purchase batch, several purchase schemes have adopted the 
demarcation purchase batch with lower unit price rather than 
the economic purchase batch with higher unit price, such as 
the natural gas supply from importing in period 1, and the 

coal supply from domestic and other regions in three planning 
periods. It can be concluded that not all the economic pur- 
chase batch are the best purchase batch which should be deci- 
ded by the total purchase costs, varied unit prices and other 
costs.  

According to Suo et al. (2011), the purchase period for 
every resource in each planning period can be obtained based 
on the energy resources supply and purchase batch per time. 
The purchase period means a cycle length from one purchase 
scheme to the next scheme, which is a time range and equals 
to the purchase batch divided by the energy resources supply 
and then multiplied by each planning period (five years × 365 
day/year). Figure 4 displays the purchase period for different 
energy resources supply, which is helpful for in-depth analysis 
of the selected purchase schemes and specific purchase pro- 
cess. Because of the long planning period (each period with 
five years), a lot of energy resources supply and the storage 
capacity limitation, the study system may purchase energy 
resources many times, and thus there may be a time interval 
between every two purchase times, which is actual the 
purchase period. In Figure 4, the value of 0 does not mean 
there is no time interval between every two purchase times, 
but is obtained from the zero supply. The result indicates that 
if the energy resources supply and the purchase batch are 
much larger and smaller, respectively, the purchase period 
would be smaller; conversely, if the energy resources supply  
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Figure 3. Solution of purchase batch obtained from the IINP model. 
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Figure 4. Solution of purchase period obtained from the IINP model. 
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and the purchase batch are much smaller and larger, respect- 
tively, the purchase period would be larger. Moreover, if the 
purchase period becomes smaller, the time interval would be 
narrow between every two purchase times, leading to the pur- 
chase frequency increase; and if the purchase period becomes 
larger, the time interval would be broaden, resulting in the 
purchase frequency decrease.  

Table 4 presents the solution of capacity expansion sche- 
mes and the amount of power generation for three conversion 
technologies over the whole planning period under different 
electricity demands. In this table, the solution of capacity ex- 
pansion schemes can be obtained directly by the proposed IINP 

model. The amount of power generation by different conver- 
sion technologies is calculated based on the different capacity  

expansion schemes by
2 3

1 1 1

( )
t

jt jt jt jt
j t t

RES XE CPT ECP   

  

  .  

where, jtXE  means continuous variables about the amount of 
capacity expansion of power conversion technology j in period 
t (GW); jtRES  denotes residual capacity of power conversion 
technology j in period t (GW); jtCPT  indicates units of elec- 
tricity production per unit of capacity for power conversion 
technology j in period t (PJ/GW); jtECP  means units of energy 

carrier per unit of electricity production for conversion tech- 
nology j in period t (PJ/PJ). Generally, shortages would happen 
with the electricity demands constantly increasing, and a ca- 
pacity expansion activate would be undertaken to avoid insu- 
fficient electricity supply. Wherein, the binary variable of jtZ   
denotes which conversion technology whether need to be ex- 
panded in period t. The value of 1 indicates the capacity ex- 
pansion should be undertaken while the value of 0 means not. 
For example, the capacity expansion would be adopted for 
natural gas-fired power plant in period 1, periods 2 and 3 
under the optimistic condition (the upper bound); for coal- 
fired power plant, it should expand its capacity in period 1 
under the optimistic condition and in periods 2 and 3 under 
optimistic and pessimistic conditions; for hydropower plant, it 
only needs to expand the capacity in period 1 under the 
optimistic condition. In accordance with the varied values of 
binary variables, the specific amounts of capacity expansion 
for natural gas-fired power plant, coal-fired power plant and 
hydropower plant can be seen in Table 4. In comparison, the 
amounts of capacity expansion for natural gas-fired power 
plant and hydropower plant are both larger than the one for 
coal-fired power plant in period 1, which could be affected by 
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Figure 5. Purchase costs comparison for resources supply between IINP and Case-1 (“Case-1” 
denotes the purchase schemes taken by the economic purchase quantity). 
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Figure 6. Purchase costs comparison for resources supply between IINP and Case-2 (“Case-2” 
denotes the purchase schemes taken at the demarcation point). 
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the air pollutants limitations and the purchase costs; in periods 
2 and 3, due to the increment of electricity demand and the 
allowable resources supply, the amount of capacity expansion 
for coal-fired power plant is higher than the one for natural 
gas-fired power plant, while there is no capacity expansion for 
hydropower plant. It can be concluded that the capacity ex- 
pansion schemes are affected by not only the air pollutants 
limitations and purchase costs but also the electricity demand 
and allowable resources supply. 

Table 5 shows the solution of system cost obtained from 
IINP method during the whole planning horizon. In this study, 
the system cost includes purchase and transportation costs for 
energy resources supply, expansion cost for different conver- 
sion technologies, and operation costs for power generation 
and air pollution emission, which is affected by many factors, 
such as the market flection, transportation tools, different 
power generation, and the amounts of air pollutants and pollu- 
tions mitigation efficiencies by varied conversion technolo- 
gies. Solution of the objective function ( optf  = US$[21847.78, 
39153.84] × 106) offers two extreme values of the net system 
cost. With the actual values of the variables and/or modeling 
parameters change within their two bounds, the system cost 
would vary accordingly from optf  to optf  with different viola- 
tion-risk levels. In addition, according to the five different 
costs and system cost in Table 5, it can be found that the 
purchase cost takes a large proportion in the total system cost, 
which means that the purchase cost for energy resources supp- 
ly would affect the total system cost in a great degree. Based 
on Equation (1), it is known that the purchase cost mainly 
depends on the total purchase quantity, unit price and purcha- 
se batch. Therefore, it is necessary to analyze how different 
unit prices and purchase batches influence the purchase cost 
under certain purchase quantity. 

 

4.2. Discussion 

In this study, two unit prices for different energy resour- 
ces supply are considered. Varied unit prices are followed 
with different purchase batches, which lead to different pur- 
chase schemes, and thus could affect the electricity generation 
activates and total system cost. Case-1 denotes all the purcha- 
se schemes for different energy resources supply adopt the 
economic purchase batch as the purchase batch followed with 
higher unit price, calculated by Equation (4). Case-2 repre- 
sents the purchase schemes for all energy resources supply 
employ the value of demarcation point as the purchase batch 
associated with lower unit price, obtained by Equation (1).  

Figure 5 shows the purchase costs comparison for resour- 
ces supply between IINP and Case-1, where histograms repre- 
sent the purchase costs for imported natural gas supply, local 
natural gas supply, imported coal supply and local coal supply, 
and line charts denote the associated purchase batches. The 
result indicates that the purchase costs for all the energy re- 
sources supply obtained from IINP are smaller than or equi- 
valent to the purchase costs obtained from Case-1 during the 
whole planning period. For example, in period 1, the purchase 
costs for imported natural gas supply, imported coal supply 
and local coal supply from IINP (US$[895.58, 1290.96] × 106, 
US$[850.58, 1320.94] × 106 and US$[430.41, 634.57] × 106, 
respectively) are smaller than the purchase costs from Case-1, 
being US$[924.42, 1301.91] × 106, US$[1100.83, 1515.00] × 
106 and US$[531.71, 690.10] × 106, respectively, while the 
purchase costs for local natural gas supply from IINP and 
Case-1 are same, being US$[397.21, 570.95] × 106. In addi- 
tion, in period 1, the purchase batches for imported natural 
gas supply, imported coal supply and local coal supply from 
IINP are [9, 10], [14, 16], and [11, 12] PJ, respectively, which 
are associated with lower unit prices and higher than the 
purchase batches from Case-1 ([3.61, 4.38], [8.83, 10.00] and 
[6.71, 6.73] PJ) associated with higher unit prices. Both of the 
purchase batches for local natural gas supply from IINP and 
Case-1 are [1.80, 2.19] PJ followed with higher unit price in 
period 1. Comparisons for purchase costs and purchase batches 

for resources supply between IINP and Case-1 in periods 2 
and 3 can be similarly interpreted according to the results 
shown in Figure 5.  

Figure 6 depicts the purchase costs comparison for re- 
sources supply between IINP and Case-2. It can be seen that 
the purchase costs for all imported natural gas supply, local 
natural gas supply, imported coal supply and local coal supply 
obtained from IINP are smaller than or equivalent to the pur- 
chase costs obtained from Case-2 over the whole planning pe- 
riod. For example, in period 2, the purchase costs for imported 
and local natural gas supply determined by IINP (US$[584.68, 
1648.62] × 106 and US$[568.49, 773.61] × 106) are smaller 
than the purchase costs from Case-2, being US$[667.65, 
1676.26] × 106 and US$[575.27, 887.36] × 106, respectively, 
while the purchase costs for imported and local coal supply 
from IINP and Case-2 are same, being US$[1185.77, 1761.20] 
× 106 and US$[712.99, 960.67] × 106, respectively. Moreover, 
in period 2, the purchase batches for imported and local na- 
tural gas supply determined by IINP are [2.82, 4.40] and [1.89, 
2.09] PJ followed with higher unit prices, respectively, which  

Table 5. Solutions of Different Costs Obtained from the IINP Model 

Different costs (US$106) 
Time period 

t = 1 t = 2 t = 3 

Purchase cost [2573.76, 3817.42] [3051.93, 5144.10] [3364.39, 6093.82] 
Transportation cost [3192.50, 4450.00] [3393.50, 5587.50] [3507.50, 6261.66] 
Expansion cost [683.64, 2883.60] [548.58, 1340.19] [606.36, 1515.25] 
Operation cost for power generation [216.63, 450.43] [281.68, 655.43] [382.76, 881.90] 
Operation cost for pollution emission [14.05, 22.98] [15.09, 24.05] [15.40, 25.51] 

System cost 
opt

f 

 
(US$106)  [21847.78, 39153.84] 
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are smaller than the purchase batches obtained from Case-2, 
being [9.00, 10.00] and [6.00, 8.00] PJ associated with lower 
unit prices, respectively. Both of the purchase batches for 
imported and local coal supply from IINP and Case-2 are 
[14.00, 16.00] and [11.00, 12.00] PJ in accordance with lower 
unit prices, individually. Comparisons for purchase costs and 
purchase batches for resources supply between IINP and Case- 

2 in periods 1 and 3 can be similarly analyzed based on the 
results presented in Figure 6. 

Based on the above descriptions, it can be concluded that 
the purchase costs for energy resources supply obtained from 
IINP are the lowest among IINP, Case-1 and Case-2. Accor- 
dingly, the purchase batches determined by IINP are in the 
middle of the purchase batches obtained from Case-1 and 
Case-2 during the whole planning period. This comparison re- 
sult illustrates that only the adoption of economic purchase 
batch (Case-1) or the employment of lower unit price (Case-2) 
cannot guarantee the minimum purchase cost. Since the ado- 
ption of economic purchase batch may increase the purchase 
frequency and thus increase the setup cost, and the employ- 
ment of lower unit price associated with larger purchase batch 
may increase the storage and thus increase the holding cost, 
both of them could lead to the increment of purchase cost. 
Therefore, the purchase scheme cannot be decided simply 
depending on purchase unit price or purchase batch, it needs 
to comprehensively consider the purchase batch and unit price 
for solving the quantity discount problems. The above analy- 
ses demonstrate a tradeoff between purchase batch and unit 
price, and indicate the proposed IINP model is an effective 
method to balance the purchase batch and unit price as well as 
other influenced factors under uncertainty. In addition, this me- 

thod also does not need the step by step comparison to decide 
the best purchase scheme, avoiding a lot of tedious and time 
consuming calculations.  

 

5. Conclusions 

In this study, an inexact inventory nonlinear program- 
ming (IINP) model has been advanced for solving energy 
resources supply problem under multiple unit prices and un- 
certain demands in an electric-power system. In IINP, inter- 
val-parameter programming, inventory theory and nonlinear 
programming have been integrated into a general optimization 
framework. The developed method can not only help to iden- 
tify optimum purchase scheme with minimized system cost 
but also can provide specific purchase process, such as the 
purchase batch, unit price and purchase period under different 
demands. In addition, it can also explicitly handle system un- 
certainties expressed as intervals and effectively address non- 
linearity in the objective function. In its solution process, the 
IINP model can first be linearized by 0 ~ 1 piecewise lineari- 
zation approach, and then be transformed into two determi- 
nistic submodels associated with the lower and upper bounds 
of the objective function value. Consequently, interval solu- 
tions with reasonable purchase batch and unit price as well as 
capacity expansion can be generated by solving the two sub- 
models sequentially.  

The proposed IINP has been applied to a case of an elec- 
tric power system planning, where various purchase schemes 
associated with different unit prices, multiple capacity expan- 
sion options and varied electricity demands are considered 
based on different energy resources and environmental mana- 
gement policies. The solutions of continuous variables are 
generated to help determine the amounts of energy resources 
supply, capacity expansion and power generation; the results 
of binary variables display the selection of purchase schemes 
and facility expansion, where a variety of alternatives are 
offered; in addition, it can also provide the best purchase 
batch, purchase period and associated unit price with minimi- 
zed purchase cost under certain energy resources supply, and 
thus help in-depth analyses of the tradeoff between purchase 
batch and unit price. In summary, the solutions obtained are 
effective in supporting (a) determination of reasonable energy 
resources supply scheme with global solutions, and elimi- 
nation of step by step comparisons among many purchase 
schemes, (b) adjustment or justification purchase batches of 
energy resources supply and facility expansion for power- 
conversion technologies under different demand levels, and (c) 
integration of policies regarding energy resources supply, 
economy objective and environmental protection for in-depth 
analysis of tradeoff between purchase batch and unit price as 
well as system cost and risk. 

The developed method can not only directly handle faci- 
lity expansion under uncertainty but also generate reasonable 
purchase batches and periods associated with different unit 
prices and minimum purchase costs, and thus provide effect- 
tive schemes for supporting electricity generation. As a first 
attempt, only the quantity discount problem in inventory theo- 
ry is considered in this study. Consequently, the developed 
method does not consider the more complex inventory issues, 
and does not combine with stochastic programming to study 
the specific relationship between energy supply and consump- 
tion in electric power systems. On the other hand, there are 
some limitations and assumptions of this method applied to 
the real case study. For example, it only considers the quantity 
discount problems where different purchase batch is in accor- 
dance with varied unit price, without considering the price 
inflation in the planning period. Moreover, the developed me- 
thod does not consider the specific distributions of different 
energy resources supply, which could change electricity gene- 
ration plans and capacity expansion schemes. All of these may 
make the IINP method less practical, resulting in ineffective- 
ness in obtaining the expected schemes for decision makers in 
real case studies. In conclusion, the developed IINP method 
can be further improved by introducing more progressive 
and/or complex optimization technologies (such as stochastic 
linear programming, fuzzy linear programming and multi-stage 

linear programming) to study more complicated inventory pro- 
blems in electric power systems. 
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