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ABSTRACT. The present study was aimed to assess the applicability of four techniques for detecting changed and unchanged areas in 
terms of land cover in Falavarjan area, (Isfahan, Iran). The images of the multi-temporal Landsat Thematic Mapper (TM) data acquired 
on 17 September, 1990 and 13 August, 2010 were used to apply land cover change analysis. The Images were respectively 
radiometrically and geometrically corrected. The root mean square errors were less than 0.5 pixels for each image. Finally, the image 
differencing method was used to produce the change image. To separate out the changed and unchanged areas in the difference image, 
four techniques including Metternicht’s method, statistical method, Liu’s method and Kapur’s method were employed. Among them, 
the Metternicht’s method followed by statistical thresholding technique yielded more accurate binary images. 
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1. Introduction 

Change detection is a process showing the differences of 
an object or phenomenon at different times (Singh, 1989). 
Remotely sensed satellite images provides repetitive data su- 
ch as Thematic Mapper (TM) that are, useful tool for change 
detection process because of its synoptic view, digital format 
and cost-effective potential (Nelson et al., 2002; Lu et al., 
2004; Chen et al., 2005; Serra et al., 2008). There are diffe- 
rent satellite images are used for change detection analysis, of 
which Landsat data are distinctive as they provide continual 
and historical images (Wulder et al., 2007). 

During recent decades, various change detection techni- 
ques have been developed (Coppin et al., 2004). Lunetta 
(1999) categorized these techniques into two main methods: 
post-classification and pre-classification. In the first group 
methods, multi-date satellite images are classified. Then, the 
classification results are compared and the area of changes 
determined (Jensen, 2004). However, the latter group me- 
thods (including image differencing, image rationing, image 
regression) locate changes but, do not provide “from-to” 
matrix (Singh, 1989; Yuan et al., 1999). In this category, im- 
age differencing is the most common method for change 
detection (Jensen and Toll, 1982; Nelson, 1983; Vogelmann, 
1988; Singh, 1989; MacLeod and Congalton, 1998; Cheng et 
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al., 2004). Various approaches have been developed for chan- 
ge detection process each of them has its own advantages and 
disadvantages so that there is no desired and perfect method 
be applicable to all cases (Bontemps et al., 2008; Concheddaa 
et al., 2008; Dewan and Yamaguchi, 2009).  

Selection of thresholds to distinguish between change 
and ‘no-change’ areas is a crucial step for many change de- 
tection techniques (Fung and Ledrew, 1988). Two approaches 

are often applied to define the thresholds (Singh, 1989; Deer, 
1995; Yool et al., 1997): (1) Interactive or manual trial-and- 
error procedure: where an analyst interactively adjusts the 
thresholds and then evaluates the resulting image until the de- 
sired condition is reached; and (2) statistical measure: sele- 

ction of a suitable standard deviation from a class mean. The 
disadvantages of the threshold technique are that: (1) resul- 
ting differences may be interfered by external effects caused 
by atmospheric conditions, sun angles, soil moistures and ph- 
enological differences in addition to true land-cover change; 
and (2) threshold is highly subjective and the scene-depen- 
dent, making the whole procedure heavily dependent to the 
skill and familiarity analyst (Lu et al., 2004). 

Furthermore, thresholding is accompanied by two types 
of errors including commission and omission. Commission 
and omission errors occur when ‘no-change’ areas are detect- 
ed as changed ones and vice versa, respectively (Bruzzone 
and Fernandez Prieto, 2000). 

The present study was aimed to evaluate the efficiency 
and feasibility of four different techniques for distinguishing 
of changed and unchanged areas in the difference image as 
well as to estimate amount of changes that have occurred in 
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Falavarjan area (Isfahan, Iran) during 1990 and 2010. 

 

1.1. Metternicht’s Method 

According to Zadeh (1965), who proposed the concept of 
fuzzy logic, a fuzzy set can be mathematically expressed by 
Equation (1) as follows:  

A = {x, μ A(x)}; x є X (1) 

where, X is a space of points (objects), with a generic ele- 
ment of X denoted by x; thus, X = {x}.    

A fuzzy set (class) A in X is characterized by member- 
ship (characteristic) function fA (x) that assigns each point in X 
a real number in the interval [0,1], with the value of fA (x) at (x) 
representing the grade of membership of x in A (Zadeh, 1965). 

In a fuzzy set μ(x A) = 0 shows there is no possibility for 
the object to belong to the set, while μ(x A) = 1 indicates the 
object completely belongs to the set. Values between μ(x A) = 
0 and μ(x A) = 1 indicate the relative strength of the degree to 
which the object has properties are typical of the X A. There- 
fore, the outcome of a fuzzy classification is a record for 
every object being analyzed for the degrees to which that 
object belongs to every single class being considered (Fisher, 
2010).  

Metternicht (1999) used fuzzy sets and membership 
functions to improve the change detection results. This me- 
thod consists of the following steps: 

1. In the first step, a fuzzy membership function that fits 
to the shape of the change image histogram is defined. A bell- 
shaped membership function proposed by Dombi (1990) is 
divided into two parts: including a monotonically increasing 
and a decreasing part. The monotonically increasing function 
is expressed by Equation (2) as follows: 
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Similarity, the monotonically decreasing function is ex- 
pressed by Equation (3) as follows:  
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where, λ is sharpness, ν denotes the inflection point of the fu- 
nction, a and c are the typical points of the function with a 
membership degree of zero to the fuzzy set, and b represents 
the standard point of the variables at the central concept, 
which is a grade of membership equal to 1 (Dombi, 1990). 

2. To reach a form of the membership function fitted to 
the shape of the change images histogram, two parameters of 
sharpness and inflection are manipulated. Actually, varying 

the input parameters, changes the resulting membership func- 
tion. Therefore, if the resulting membership functions fit the 
shape of a change image, discrimination of ‘change’ and 
‘no-change’ areas will be performed with a high accuracy.  

3. As Zadeh (1984) states, fuzzy logic technique uses 
graded or qualified statements rather than the strictly true or 
false items. In fuzzy logic theory, fuzzy quantifiers such as 
‘likely’ and ‘usually’ are treated as fuzzy numbers represent- 
ing, imprecisely, the absolute or relative count of elements in 
a fuzzy set (Zadeh, 1984). Linguistic constructs were used to 
describe changes where, possibility of change, ranging of 0 to 
1, is expressed using some linguistics terms.  

4. Finally, the change image is mapped in a gray scale 
ranging from white to black. In this way, pixels with an ab- 
solute certainty of ‘no-change’ are represented by white, whe- 
reas changed areas are represented by black where changes 
are occurred with absolute certainty (Metternicht, 1999). 

 

1.2. Statistical Thresholding Method 

In this method, change and unchanged areas were dis- 
tinguished according to the histogram of the values. In the 
histogram, unchanged pixels are distributed at or around the 
mean and changed pixels are located at two tails of histo- 
gram. Various levels of threshold can be applied to the lower 
and higher tail to determine the optimal threshold that sub- 
sequently resulted in the highest accuracy (Fung and Le Drew, 
1988). 

 

1.3. Liu’s Method  

Liu et al. (2006) selected the optimal threshold t1 based 
on a fuzzy entropy measurement. They considered both inter- 
class distinctness and intra-class variation criteria. The 
objective of thresholding is grouping the difference image 
into two classes, namely, ωc and ωu corresponding to 'chan- 
ged' and 'unchanged' classes. Let the number of pixels in the 
image with grey level i be fi. Then the total number of pixels 
in the difference image with size of p × q is expressed as 
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the probability of occurrence of grey level i (denoted as pi) as 
Equation (4) (Patra et al., 2011):  
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As defined by Huang and Wang (1995), the fuzzy 
membership value for a pixel with grey value i in D is given 
by Equation (5):  
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where C is a constant which follows the 0.5 ≤ μD (i) ≤ 1 
condition. 

The fuzzy entropies of unchanged (ωu) and changed (ωc) 
classes, denoted by Hωu(t) and Hωc(t), respectively, are then 
computed by Equations (6) and (7) as follows:  
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Equations (6) and (7) define the entropy of distribution of 
the ratio of the grey-scale histogram and fuzzy membership of 
unchanged and changed pixels for threshold t .The optimal 
threshold t1 is obtained by maximizing {Hωu(t) + Hωc(t)} over 
t. The condition is expressed in Equation (8) as follows:  
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1.4. Kapur’s Method 

Kapur et al. (1985) proposed that the optimal threshold 
can be determined based on the concept of entropy (Shannon, 
1948). Two probability distributions, one for (ωu) and the 
other for (ωc) are derived from the original grey level distri- 
bution of the difference image D by assuming a threshold 
value t as follows: 
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The entropies of the unchanged (ωu) and changed (ωc) 
classes are then determined using Equations (9) and (10) as 
follows: 
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The optimal threshold t1 is determined through maximi- 
zing the total entropy {Hωu(t) + Hωc(t)} using the rule ex- 
pressed by Equation (11) as follows:  

 1 max ( ) ( )
u ct z

t Arg H t H t 


   (11)  

2. Study Area and Data 

The study area is Falavarjan area located in western part 
of Isfahan (Iran). It covers about 17550.6 ha and located in 
32°29' ~ 32°37' N and 51°20' ~ 51°35' E. Falavarjan city, 
located in the center of the study area, is on the bank of Zaya- 
ndehrud River (Figure 1). Zayandehrud River emanates from 
Zardkuh Mountain and flows in eastern Falavarjan. The 
climate is hot and dry with an average temperature of about 
16.4 °C and average annual rainfall of 162 mm/year. 

The study area includes agricultural fields, Zayandehrud 
River, Zob Ahan Highway, bare lands, rocky outcrops, and ur- 
ban areas. If water and land are suitably managed, this area 
has a good potential for agriculture expansion.  

In this study, two Landsat-5 Thematic Mapper (TM) ima- 
ges acquired on September 17, 1990 and August 13, 2010 
(path 164, row 37) were utilized to detect land cover changes 
over a period of 20 years, respectively.  

 

3. Methods 

3.1. Image Pre-Processing 

Numerous factors such as different imaging dates, differ- 
ent solar altitudes, and different meteorological conditions can 
affect radiometric conditions. Therefore, it is essential to 
perform radiometric correction before change detection (Pao- 
lini et al., 2006). Radiometric correction modifies digital 
number values to reduce or remove sensor or atmospheric noi- 
se (Gong et al., 2008).  

 

3.1.1. Absolute Radiometric Correction 

Absolute radiometric correction has two steps. First, the 
digital number (DN) of the sensor measurements are conver- 
ted to spectral radiance measured by satellite sensors using 
Equation (12): 

*satL DN Gain Offset    (12)  

Here, Lsat is the spectral radiance detected by a satellite 
sensor; DN is the digital number of the sensor measurement, 
and Gain and Offset are sensor specific calibration parame- 
ters determined prior to sensor launch. While these parame- 
ters are usually assumed to be stable, they can change due to 
long-time service or accidents (Schowengerdt, 1997).  

The next step is to transfer the sensor detected radiance 
into ground surface reflectance using Equation (13) (Lillesand 
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and Kiefer, 1994): 

( )sat path
surface

L L
p

E


  (13)  

where ρsurface is the ground surface reflectance of the target. 
Lpath is the path radiance, E is the irradiance on the ground 
target, and τ is the transmission of the atmosphere (Lillesand 
and Kiefer, 1994). 

 

3.1.2. Geometric Correction 

Accurate geometric correction of multi-temporal imag- 
es is necessary for any change detection technique since inac- 

curate registration leads to an overestimation of real change 
(Stow, 1999; Verbyla and Boles, 2000). Most change detec- 
tion methods are affected by accuracy of geometric correction 
(Dai et al., 1996). The root mean square error (RMSe), a 
crucial factor in assessing the accuracy of registration, should 
not exceed 0.5 pixels (Lunetta and Elvidge, 1998; Jensen, 
2005). 

In this paper, digital images were georeferenced to the 
Universal Transverse Mercator (UTM) projection (zone 39) 
with a spatial resolution of 28.5 m using approximately 40 
ground control points (GCPs) per image. Ground control 
points were extracted from digitized map with the scale of 
1:50000 for the earlier image. For the later image, using a 
Global Positioning System (GPS) device, 40 ground control 
points were selected in the field. These control points co-  

 

 
Figure 1. Study area: Landsat TM image of Falavarjan area, collected on 17 September 1990 (right) in the west of Isfahan city 
(below left) and Iran (above left). 
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vered the study area with the uniform distribution. Rectifi- 
cation was carried out using a first order polynomial model 
and the nearest neighborhood resampling method. RMSE 
were less than 0.5 pixels for each image, which is acceptable.  

 

 
Figure 2. General sequence of change detection process. 
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Figure 3. Threshold application. 

 

3.2. Change Detection Process 

Various techniques are used to identify binary change and 
non-change information (Lu et al., 2004). This study employ- 
ed image differencing approach to produce change images. 
Then, the change image was used as an input of four methods 
including Metternicht's method, statistical method, Liu’s 
method and Kapur’s method to discriminate changed and 
unchanged areas. The process of change detection is depicted 
in Figure 2. 

 
3.2.1. Image Differencing 

Image differencing method produces a change image by 
subtracting two or more datasets. Digital numbers in the 
resultant difference image are often considered to be nor- 
mally distributed so that pixels with small change are obser- 
ved around the mean. Pixels with substantive changes are 
distributed in the tails of histogram (Singh, 1989) (Figure 3). 

The main advantages of this technique are its simplicity and 
ease of interpretation of the change images. However, selec- 
ting the best threshold that identifies the change from non- 
change areas is a crucial step (Lu et al., 2005). In this study, 
all reflective bands, excluding the thermal band, were used in 
the change detection. The change image was produced by 
subtracting the 1990 image band 3 from the 2010 image band 
3 pixel-by-pixel. 

 

3.3. Accuracy Assessment 

To assess the accuracy of change images created by four 
techniques, topographic maps on the scale of 1:25000 and 
1:50000 related to 1990 and 2010 were used, respectively. 
Moreover, field survey records were applied to improve the 
results of accuracy assessment. The process of accuracy 
assessment was based on a stratified random sampling app- 
roach so that 150 Sample points were selected on the topo- 
graphic maps. An area of 3 × 3 pixels was interpreted for each 
sample point. The change images were assessed against sam- 
ple of reference points using an error matrix made for each 
image. Comparison of outcomes of each method was based on 
Kappa coefficient, overall accuracy, commission and omission 
errors derived from error matrix table. The error matrix is the 
most common technique for accuracy assessments (Lu et al., 
2004). 

 

4. Results and Discussion  

For change detection analysis, it is critical to choose 
appropriate image bands (Lu et al., 2005). In this study, bands 
3 was chosen for two reasons: (1) the dominant land cover in 
the study site is vegetative cover and band 3 has the good 
potential to indicate changes that have occurred in this class 
(Jenson and Toll, 1982; Hame, 1986; Pilon et al., 1988; Fung, 
1990; Ridd and Liu, 1998; Lu et al., 2004). (2) Digital num- 
bers of the change image created by bands 3 were normally 
distributed. 

The error matrix was used to analyze the accuracy of the 

classified change images using different methods. Ground true 
data, color composite imageries and topographic maps were 
used to generate the error matrix. To estimate the overall 
accuracy, the total correct pixels were divided by the total 
number of pixels. Table 1 shows Kappa and overall accuracy 
obtained by the four methods. Among them, the Mettrnicht’s 
method followed by statistical technique is found to be the 
most accurate ones. Accuracy of the outcome of Mettrnicht’s 
method is significantly dependent on the two parameters, 
including sharpness and inflection which obtained through 
trial and error. Table 2 shows the optimized values for these 
two parameters. Appling these values formed the optimized 
membership functions that fitted to the shape of the 
change  image histogram. The more two histograms fit, the 
more accurate results achieve. Figure 4 depicts the optimized 
membership functions for change images. In this way, mean is 
considered as a standard point that represents pixels of ‘no- 
change’ with a membership degree of 1. Typical points are tail 
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values of the histogram that signify change pixels. The 
membership degree of 0 is assigned to these change pixels. 
The resultant fuzzy image had 8 classes which visualized in a 
gray scale (Figure 5). In such a way, a spectrum of white to 
show pixels has never changed to black depicting areas that 
have definitely undergone changes. Table 3 represents results 
of area estimation obtained by Mettrnicht’s method.  

To derive changed and unchanged parts, the fuzzy image 
was converted to the binary change image by applying defu- 
zzification. Therefore, different thresholds including 0.4, 0.5 
and 0.6 were tested to separate changed and unchanged areas. 
The images obtained from these thresholds were compared 
against the reference data. Results showed that 0.5 was the 
most accurate one. In this method, the proportions of the 
changed and unchanged area were 59594 and 164266 pixels, 
respectively. The kappa coefficient and an overall accuracy of 
the resultant image were 70.2 and 86.8%, respectively. Figure 
6(a) represents the binary fuzzy change image. 

Another method used here to detect changed and un- 
changed areas was based on a statistical thresholding tech- 
nique. In this paper, Threshold levels, ranging from 0.8 to 3.0 
standard deviations from the mean, were tested on the change 
image to determine the most suitable threshold values. Then, 
the change image was reclassified into two classes. The value 
‘0’ was assigned for ‘no-change’ areas and ‘1’ for change 
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Figure 4. Optimized membership function for the Falavarjan 
change images, where µ is the membership degree to set of 
‘no change’. 

 
areas. Consequently, 1σ was identified as the most accurate 
one among others with the kappa coefficient and an overall 
accuracy of 69 and 86.2%, respectively. In practice, the 
thresholds are often specified by one standard deviation from 
the mean or with some modification (Singh, 1989; Ridd and 
Liu, 1998).This procedure resulted in an image containing 
62104 changed and 161756 unchanged pixels (Figure 6(b)). 

Liu’s method and Kapur’s method were the other 
techniques which used. In this investigation, the overall 
accuracies of images produced by Liu’s and Kapur’s me- 
thods were 81.1 and 82.3%, respectively. Table 4 shows that 
thresholds which detected by the two methods are close to 

Table 1. Change Detection Results Obtained by Applying Different Methods 

No-change Change Overall error 

OE** CE* OE** CE* 

Overall accuracy 
(%) 

Kappa (%) Method 

0.13 0.07 0.12 0.24 0.15 86.8 70.2 Metternicht 
0.13 0.08 0.13 0.25 0.16 86.2 69 Statistical 
0.19 0.24 0.06 0.09 0.33 81.1 61.6 Liu 
0.18 0.21 0.07 0.10 0.31 82.3 63.6 Kapur 

CE*: Commission error. 
OE**: Omission error. 
 
Table 2. Values for Parameters of Membership Functions of the Change Image 

Change image Sharpness (λ) Inflection (ν) Standard point Typical points 

 MI* MD** MI* MD**   
Diff3 2.4 2.6 0.9 0.95 0.24 -10.2 and 13.3 
* MI: Monotonically increasing part of the function. 
** MD: Monotonically decreasing part of the function. 
 
Table 3. Results of Area Estimation Using Mettrnicht’s Method 

Code Fuzzy linguistic terms Degree of membership Number of pixels Area (ha) Percentage 
1 No changes 0.81 to 1.00 123881 9712.3 55.3 
2 Very unlikely changes 0.61 to 0.80 27671 2169.4 12.4 
3 Unlikely changes 0.51 to 0.60 12714 996.8 5.7 
4 Neither nor 0.41 to 0.50 10805 847.1 4.8 
5 Likely changes 0.31 to 0.40 10446 818.9 4.7 
6 Very likely changes 0.21 to 0.30 12051 944.8 5.4 
7 Extremely likely changes 0.11 to 0.20 12412 973.1 5.5 
8 Changes 0.00 to 0.10 13880 1088.2 6.2 

* Area (ha) = 0.0784 ha × number of pixels, as the TM image has a 28.5 m resolution. 
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Figure 5. The resultant image obtained by Mettrnicht’s 
method. 

 
each other. As a result of applying Liu’s method, 108964 
changed and 114896 unchanged pixels were identified. The 
image created by Kapur’s method contains 103468 changed 
and 120392 unchanged pixels (see Figure 6(c) and 6(d)). 
Kapur’s method is one of the best techniques to thresholding 
(Radke et al., 2005). In Kapur’s method the optimal thre- 
shold is identified by maximizing the entropy of the changed 
and unchanged classes. It changes the histogram of the diffe- 
rence image so as to have a more or less equal distribution for 
changed and unchanged classes (Patra et al., 2011). Kapur’s 
method is the classical thresholding technique to discriminate 
changed and unchanged regions based on the entropy concept 
while Liu’s method is based on fuzzy entropy. Liu’s method 
considers not only inter-class distinctness, but also intra-class 
variation which may help select better thresholds. Basically, 
the entropy defined by Liu contains Kapur’s entropy (Kapur et 
al., 1985) in itself and introduces a fuzzy concept to manage 
the natural fuzziness of images. Among the procedures appl- 
ied here, the most time consuming technique was Liu’s 
method. The threshold and time of each method are shown in 
Table 4. 

By analyzing the results shown in Table 1, it is noticed 
that the highest overall error assigns to Liu’s method. The 
overall accuracies and overall errors of Mettrnicht’s method 
and statistical technique are close to each other. This table 
represents two kinds of errors obtained by applying each 
technique. Omission error occurs when an area is omitted 
from the correct category. Commission error occurs when an 
area is placed in the wrong category. 

According to the Metternicht’s method as the most accu- 
rate approach, 73.3% of the study area remained unchanged 
and 26.6% of the area has undergone changes. The unchanged 
class mainly covers eastern and southern parts of the study 
area, which rocky outcrops where no changes had occurred 
during 1990 ~ 2010. Zob Ahan Highway is another part of 
Falavarjan area that has been remained unchanged. The 
changed area includes bare lands and agricultural areas that 
have been replaced by each other. These changes are also 
observable around the urban area which has expanded since 
1990. The number of pixels and area of changed and un- 

changed parts obtained by each method are represented in 
Table 5. 

 

(a) (b)

(c) (d)  
Figure 6. The resultant binary change images created for 
Falavarjan area using (a) Mettrnicht’s method, (b) Statistical 
method, (c) Liu’s method and (d) Kapur’s method. Black and 
white shows changed and unchanged pixels, respectively. 
 
Table 4. Optimal Threshold, Time and Iteration for Different 
Techniques 

Time (s) threshold Methods 

390 - Metternicht  
- 2 Statistical 
706 1.1 Liu  
359 1.2 Kapur 

 
Table 5. The Number of the Change/No-Changed Pixels and 
the Area of Each Class Detected by Four Methods 

Change No-change Method 

Pixels Area (ha) Pixels  Area (ha) 
Metternicht  59594 4672.2 164266 12878.4 
Statistical 62104 4868.9 161756 12681.7 
Liu  108964 8542.8 114896 9007.8 
Kapur 103468 81119 120392 9438.7 

 

As a final comparison, although the overall accuracies of 
Metternicht’s method and statistical technique are close to 
each other, fuzzy change model can identify a continuum 
value of changes. As the fuzzy logic is based on inaccuracy 
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modeling with membership function, not only does it imp- 
rove the accuracy of the results to distinguish changed and 
unchanged areas, but also it is able to help the interpreter 
know to what extent the degree of ‘change‘ and ‘no-change’ is 
for the area. The application of the fuzzy set theory to know- 
ledge-based systems offers advantages in terms of: (1) repre- 
sentation and processing of uncertain data in the form of 
fuzzy sets (e.g. a moderately saline class), and (2) representa- 
tion of vague knowledge in the form of linguistic rules with 
imprecise terms defined as fuzzy sets. Therefore, fuzzy logic 
can provide a powerful approach for classifying and moni- 
toring environmental conditions related to salinity, and for 
describing the nature and severity of changes occurring over 
time (Fisher, 2010). Each pixel has been labeled with code ‘0’ 
(‘no-change’ areas) or ‘1’ (change areas) in both techniques 
(Figure 7). To make the interpretation of change images 
produced by two methods easier, the membership degree of 
the pixel to the set of ‘change’ is represented so that the 
higher the membership degree, the more the areas have 
changed. 

 

(a)  (b) 

 
Figure 7. Example of selecting change image matrix obtained 
by (a) statistical (b) Mettrnicht’s method. For both of the 
figures, the code ‘0’ was assigned for ‘no change’ areas and 
the code ‘1’ for changed areas. Note that here µ is the degree 
of membership to set of ‘change’. 

 

5. Conclusions  

Various approaches have been developed for change 
detection process each of them has its own advantages and 
disadvantages. In this research, image differencing approach 
was applied to produce change image because it is simple and 
straightforward. Image differencing is one of the most 
common change detection methods. In this research, to se- 
parate changed and unchanged areas, four methods were 
applied. Among the techniques applied in this paper, Metter- 
nicht’s method produced the best results. On the other hand, 
statistical thresholding technique yielded the accurate results 
followed by Kapur’s technique. Liu’s method had the least 
accuracy.  

As a final remark, fuzzy change model made the inter- 
pretation of the results easier because ‘linguistic’ labels are 
simpler for the interpreter as well as non-expert users. This 
approach has several advantages compared with the conven- 
tional change detection methods that can be summarized as 
follows:  

(i) Change between different dates cannot always be 
grouped into separate classes; however, there may exist a 
continuum of change.  

(ii) In this procedure, inaccuracies (commission and 
omission errors) caused by selecting thresholds were remo- 
ved.  

(iii) This method helps decision-makers to identify areas 
which have changed as well as to estimate the amount of 
changes over time.  
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