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ABSTRACT. Simulation methods have become an important tool to reveal radionuclide migration during accidental radionuclide 

releases and predict influences of accidents on the marine environment. The instantaneous point source model is a useful method to 

simulate the large-scale radionuclide diffusion in marine areas. However, the simulation accuracy of this method requires improvement 

as it didn’t take radionuclide decay into account. In this study, an improved instantaneous point source model considering radionuclide 

decay was proposed on the basis of the original model. Furthermore, the instantaneous point source model and the improved version 

were used to simulate the concentrations of 131I and 137Cs following the Fukushima Dai-ichi nuclear power plant accident. The results 

showed that the relative error of 131I concentrations decreased from 200.07% to 34.12% when using the improved model; and 

improvements in relative errors for 137Cs concentrations were not apparent as the simualtion period was much shorter than its half-life 

period. Therefore, the improved model can accurately simulate the diffusion process for radionuclides following an accident and provides 

an efficient decision support tool for risk assessment managers and for use in safety guarantees of nuclear power plants during siting and 

operational phases. 

 
Keywords: instantaneous point source model, improved instantaneous point source model, radionuclide diffusion, Fukushima Dai-ichi 
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1. Introduction 

With the increase in energy demand, nuclear power has 

become important for ecomomic prosperity, social develop- 

ment and environmental protection. Today, most nuclear pow- 

er plants are located in coastal areas because of the convenient 

cooling water intake, and feasible radioactive effluent dis- 

charge (Brown and Milke, 2016). However, there is a huge 

potential risk for the operation of coastal nuclear power plants, 

as radionuclides may be directly released into oceans and the 

marine environment may become seriously polluted under ac-

cident conditions (Sudbrock et al., 2016). In recent decades, 

radionuclide migration and its effects under accident conditions 

have received worldwide attention, especially after the Fukushi- 

ma Dai-ichi nuclear power plant accident in 2011 (Taelman et 

al., 2014). Simulation methods are an important tool to reveal 

radionuclide migration under accident conditions and predict 

the influences of accidents on the marine water environment  
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(Wang et al., 2010; Batlle et al., 2016; Zhai et al., 2020; Zheng et 

al., 2020). Therefore, it is important to develop the mechanisms 

and simulation models for radionuclide transport in the case of 

coastal nuclear power plant accidents. 

Many studies have focused on various simulation models 

to assess radionuclide migration following nuclear accident, 

such as the instantaneous point source model, the Cox ocean 

model, Hibler ice model, and coupled ice–ocean model (Monte 

et al., 2014; Kitamura et al., 2015; Lee et al., 2015). A diffusion 

equation for radionuclides in oceans has been developed that 

includes an instantaneous point source model and continuous 

point source model, and the former was widely applied (Nosov 

et al., 2005). Based on the tide model, a radionuclide simulation 

model was developed that is suitable for coastal ocean areas 

(Periáñez et al., 1996). Based on the Cox ocean model and the 

Hibler ice model, a coupled ice–ocean model was developed to 

simulate the diffusion of radioactive pollution in the North Pole 

and other fringe oceans (Preller and Cheng, 1999). Among these 

models, the instantaneous point source model has advantages 

of easily acquired parameters alongside acceptable simulation 

results, and therefore it is especially suitable for estimating the 

pollution when a large number of radionuclides are instantane- 

ously discharged into a marine area (Harper et al., 2015). In re- 
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cent decades, the instantaneous point source model has been 

used widely in radionuclide migration simulations and has been 

recommended by the International Atomic Energy Agency 

(IAEA) (Walan et al., 2014). However, it retains the limitation 

that radionuclide decay is not taken into account and therefore 

desired simulation results cannot be obtained on radionuclide 

migration, especially for radionuclides with short half life peri- 

ods or simulation periods with long durations. Therefore, it is 

necessary to improve it for acquiring more accurate results fol- 

lowing nuclear power plant accidents in coastal areas (Huang 

et al., 1997; Maqsood et al., 2005; Liu et al., 2020; Yao et al., 

2020). As an extension of the previous efforts, the objective of 

this study was to develop an improved model to produce more 

accurate simulations of radionuclide migration by considering 

radionuclide decay. In this study, the instantaneous point source 

model was advanced by taking the radionuclide decay characte- 

ristics into account. The improved model was then applied to 

simulate the migration process of radionuclides following the 

Fukushima Dai-ichi nuclear power plant accident. Finally, 

trends of the spatiotemporal distribution for 131I and 137Cs were 

revealed and discussed. The results of this study provide re- 

searchers with an accurate and feasible method to reveal diffu- 

sion and transport processes of radionuclides in marine areas 

under accident conditions. Moreover, it may also provide an 

efficient tool and a decision support for risk assessment mana- 

gers and those associated with safety guarantee of nuclear power 

plants during the siting and operational phases. 

2. Materials and Methodology 

2.1. Instantaneous Point Source Model 

Because of its feasibility and reliability, the instantaneous 

point source model has been widely used in many studies to es- 

timate radioactive pollution when a large number of radionu- 

clides are instantaneously discharged into marine areas. For 

oceans, horizontal diffusion plays a key role in dispersive 

mixing of contaminants given that its horizontal scale is much 

larger than its vertical scale (Regmi, 2017). In general, contam-

inant concentrations released from an instantaneous point source 

in radial distribution decrease regularly in shallow water areas. 

As the diffusion of contaminant was affected by tide and air 

volume in neritic region and oceanic zone respecttively, the 

dynamic of ocean current was the major consideration for the 

diffusion of radionuclides in this research. The instantaneous 

point source model is outlined as follows: 
 

3

2 2
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( , ) exp( )
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Q r
C r t
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where C is the contaminant concentration (Bq/L), r is the dis- 

tance from a research point to the point source (m), t is time (s), 

Q is instantaneous point source item (Bq), h is water depth (m), 

and p is horizontal diffusion (m/s). Contaminant concentration 

in the location of the point source is expressed as: 
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where meanings of parameters are the same as Formula (1). 

 

2.2. Improved Instantaneous Point Source Model 

In recent decades, nuclear power plants have flourished 

and most of these are located in coastal areas (Wang et al., 

2017). Once nuclear accidents occur, medium and even high 

levels of radioactive effluents will be released into oceans 

(Konstantinova et al., 2015). For radionuclides, the decay char- 

acteristic is a major cause for the reduction of its concentrations 

in marine area after an accident occurs. However, this char- 

acteristic is currently disregarded in the instantaneous point 

source model, and therefore the original model needs to be im- 

proved by taking radionuclide decay into account. Many previ- 

ous isotope-tracing studies have indicated that there is a neg- 

ative exponential function relationship between the nucleon 

number of radioactive isotope and time (Blokhintsev and Savin, 

2016; de Téramond et al., 2016). The improved instantaneous 

point source model is identified as: 
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where i is a radionuclide, ki is the decay factor of the radionu- 

clide, and meanings of other parameters are as given in Formu- 

la (1). And the decay factor ki is described as: 
 

(1 2) i

t

T

ik   (4) 

 

where Ti is the half-life for radionuclide i, and meanings of oth- 

er parameters are the same as presented for Formula (1). 

 

2.3. Data Processing 

The distance from a research point to the point source r is 

an important factor affecting the radionuclide concentration, 

and the value can be determined according to the simulation re- 

quirements. Time t is another key factor that can be quantified 

based on the influencing duration of an accident. Instantaneous 

point source item Q is the total quantity of radionuclide re- 

leased from an instantaneous point source, which can be ac- 

quired from reports of the nuclear power plant and relevant 

monitoring data. In addition, water depth h can be obtained 

from the related oceanic administrations. Velocity of horizontal 

diffusion p is influenced by tide and wind direction and its 

value is between 0.005 and 0.015 m/s for shallow sea waters 

(Jankovic et al., 2016). Decay factor of a radionuclide ki is de- 

fined as follows: for a radionuclide, the relationship between 

the remaining nucleon number and time is: 
 

dN Ndt    (5) 
 

where N is the remaining nucleon number, λ is the decay con- 

stant, and t is the time (s). The half-life period is the period dur- 

ing which the concentration of a radionuclide is reduced to half 

of its original value. The relationship between the remaining 

nucleon number and its half-life period is defined as: 
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TN N   (6) 

 

where N0 is the initial nucleon number, T is half-life period 

equaling ln2/λ, and meanings of other parameters are same as 

shown in Formula (3). And concentrations of 131I and 37Cs in 

each research point are processed by ORIGIN. 

3. Case Study 

3.1. Fukushima Dai-Ichi Nuclear Power Plant Accident 

Until now, nuclear accidents have happened in three nu- 

clear plants which were Chernobyl Nuclear Power Plant, Three 

Mile Island Nuclear Power Plant, and Fukushima Dai-ichi Nu- 

clear Power Plant. Among them, only Fukushima Dai-ichi Nu- 

clear Power Plant was coastal one, the accident of which oc- 

curred latest and had a serious influence on marine environ- 

ment. Therefore, the Fukushima Dai-ichi nuclear power plant 

accident was chosen as a case study for this research. On 11 

March 2011, a strong earthquake occurred off the coast of Ja- 

pan’s main island Honshu and an accompanying large tsunami 

severely damaged the Fukushima Dai-ichi Nuclear Power Plant 

(Buesseler et al., 2011; Matsui, 2011). Consequently, a large 

quantity of radionuclides were released into the environment 

over an extended period (Prants et al., 2011). Significant re-

leasees occurred on 12 March 2011 with release rates varying 

considerably over the following week (Takeda et al., 2011). 

Moreover, 131I and 137Cs were taken as typical radionuclides 

given that large amounts of these radionuclides were released 

into marine environment during the Fukushima Dai-ichi acci-

dent (Inomata et al., 2015). Specifically, 131I is a short half-life 

period radionuclide which may accumulate in the thyroid gland 

for a few weeks when people are exposed to iodine radiation 

and can harm human health (Andrews et al., 2016). In contrast, 
137Cs is a representative long half-life period radionuclide that 

can remain in the environment over several decades and has an 

extensive impact on water resources (Tsumune et al., 2012). 

The radioactive characteristics of 137Cs and 131I are presented in 

Table 1. 

 

 Table 1. Radioactive Characteristics of 137Cs and 131I 

Radionuclide Representativeness 
Half-life 

period 

Radiation 

species  
131I Short half-life period 

radionuclide 

8.3 d β, γ 

137Cs Long half-life period 

radionuclide 

30.167 a β, γ 

 

After the accident, the Tokyo Electric Power Company 

(TEPCO) carried out monitoring among the sea water near 

Fukushima Dai-ichi nuclear power plant from 21 March 2011. 

Among the all monitoring points laid out by TEPCO, four were 

chosen in this case study as research points to simulate the spa- 

tiotemporal changes of 131I and 137Cs (Figure 1) based on the 

distance to the outlets of the two nuclear power stations as well 

as the direction of seawater movement. 

The research points were positioned as follows: the first 

research point was about 330 m south from the outlet for Units 

1 ~ 4 of the Fukushima Dai-ichi Nuclear Power Plant; the sec-

ond research point was about 30 m north from the outlet for 

Units 5 and 6; the third was near the north outlet of Fukushima 

Daini Nuclear Power Plant; and the fourth was located near the 

Iwasawa coast. 

 

 
 

Figure 1. Locations of research points for the Fukushima Dai-

ichi nuclear power plant accident. 

 

3.2. Parameter Calibration 

131I and 137Cs were transferred by atmospheric circulation 

after released into the atmospheric environment following 

Fukushima Dai-ichi nuclear power plant accident, and subsided 

on the ocean surface. However, the instantaneous point source 

model had an insufficient simulation accuracy for diffusion 

process of short half-life period radionuclides under this ac- 

cident condition. According to the information released by 

TEPCO and other agencies, a large number of high-level radio- 

active effluents were also leaked from Unit 2 to the nearby ma- 

rine area between 2 and 6 April 2011 (TEPCO, 2011; du Bois 

et al., 2012). It has been reported that there was no subsequent 

continuous leakage of high level radioactive effluents after 6 

April 2011. Therefore, radionuclides discharged in those days 

could be regarded as an instantaneous point source, and thus 7–

24 April 2011 was selected as the simulation period. 

Moreover, the total amount of radionuclides released to 

the sea in the Fukushima Dai-ichi nuclear power plant accident 

(instantaneous point source item Q) was estimated based on 

leaked radioactive effluents and radiological environmental 

monitoring data of the surrounding sea area reported by 

TEPCO during April 2011. The leakage rate of radioactive ef- 

fluents was calculated by the following dynamic formula: 

 

2

L L
U S v S S

t h

g

     (7) 

http://dict.youdao.com/w/representativeness/#keyfrom=E2Ctranslation
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where U is the leakage rate of radioactive effluents (m3/s), S is 

the sectional area of effluents (m2), v is the velocity of effluents 

(m/s), L is splashing horizontal distance of effluents leaked 

from cracks near the inlet pipe of Unit 2 (m), t is time (s), h is 

the height of cracks (m), and g is gravitational acceleration 

(m/s2). 

Specifically, radioactive effluents were leaked from circu- 

lar cracks with approximate diameters of 3 cm, and sectional 

area of effluents was obtained as 7.07 × 10−4 m2. Moreover, L 

was measured as 0.65 m, h was measured as 0.75 m, and the 

value of g was 9.8 m/s2. According to Formula (7), U was esti- 

mated as 1.17 × 10−3 m3/s. Therefore, the total amount of radio- 

active effluents leaked from the Fukushima Dai-ichi nuclear 

power plant during 2 ~ 6 April 2011 was 516 m3. According to 

monitoring data of radioactive effluents sampled in the vertical 

shaft of Unit 2 and supplied by TEPCO for 2 April 2011, the 

concentrations of 131I and 137Cs were 5.40 × 106 and 1.80 × 106 

Bq/cm3, respectively. Therefore, the total amounts of 131I and 
137Cs were 2.78 × 1015 and 0.93 × 1015 Bq respectively on the 

basis of the calculated leakage rate of radioactive effluents and 

its monitoring values of radionuclide concentration. The total 

amounts of radionuclides discharged into the sea are given in 

Table 2. 

As horizontal diffusion played a major role in pollutant 

dispersion in the shallow seas and the ocean surface, radioac- 

tive effluents were mixed evenly in the direction of water depth 

after being discharged into the sea. In this study, the leakage 

point in the vertical shaft of Unit 2 was chosen as the point 

source. Radial distances from four research points to the point 

source were calculated based on longitude and latitude (Table 3). 

 

Table 2. Total Amounts of Radionuclides Discharged into the 

Sea from 2 to 6 April 2011 

Type Estimated quantity (Bq) 

Instantaneous point source item 4.70×1015 
131I 2.78×1015 
137Cs 0.93×1015 

 

Table 3. Radial Distances from Four Research Points to the 

Point Source 

Research 

point 
Location 

longitude 

and latitude 

Radial 

distance 

 1 330 m south from the 

outlet for Units 1 ~ 4 of 

the Fukushima Dai-ichi 

Nuclear Power Plant 

141°01'57"E 

37°23'33"N 

330 m 

 2 30 m north from the outlet 

for Units 5 and 6 

141°02'10"E 

37°25'21"N 

927 m 

 3 Near the north outlet of 

Fukushima Daini Nuclear 

Power Plant 

141°01'16"N 

37°18'10"E 

10000 m 

 4 Near the Iwasawa coast 141°01'16"N 

37°15'22"E 

16000 m 

 

In addition, h was the water depth where the concentration 

of contamination mixed evenly. Furthermore, its value was set 

as water depth and depth of mixing layer in neritic region and 

oceanic zone respectively. In this study, the value of h was 

taken as 10 m since four research points were located in neritic 

region and water depths of those points were all about 10m. 

Velocities of seawater in neritic region and oceanic zone were 

both large due to the tsunami caused by earthquake, recom- 

mended velocity of horizontal diffusion p ranged from 0.005 to 

0.015 m/s, and therefore appropriate value of p in this study 

was set as 0.015 m/s. According to Formula (6) and Table 1, ki 

values for 131I and 137Cs were calculated as shown in Table 4. 

 

Table 4. Values of the Decay Factor ki of 131I and 137Cs 

Time 
Decay factor ki 

131I 137Cs 

April 7 - 1.00000 1.00000 

April 8 1d 0.91988 0.99994 

April 9 2d 0.84618 0.99987 

April 10 3d 0.77838 0.99981 

April 11 4d 0.71602 0.99974 

April 12 5d 0.65865 0.99968 

April 13 6d 0.60588 0.99962 

April 14 7d 0.55734 0.99955 

April 15 8d 0.51268 0.99949 

April 16 9d 0.47161 0.99943 

April 17 10d 0.43382 0.99936 

April 18 11d 0.39907 0.99930 

April 19 12d 0.36709 0.99924 

April 20 13d 0.33768 0.99917 

April 21 14d 0.31063 0.99911 

April 22 15d 0.28574 0.99905 

April 23 16d 0.26285 0.99898 

April 24 17d 0.24179 0.99892 

4. Results and Discussion 

4.1. Simulation Results and Precision Analysis of the 

Instantaneous Point Source Model 

According to the instantaneous point source model and pa- 

rameters mentioned above, the diffusion and decay processes 

of 131I and 137Cs for the research points from 7 to 24 April 2011 

under the accident conditions were simulated with numerical 

analysis software. This study was carried out based on the fol- 

lowing assumptions: horizontal diffusion played a major role 

in pollutant transportation in shallow sea area and ocean sur- 

face, as the length of shallow sea area in horizontal direction 

was much larger than that in vertical one; the velocity of water 

flow for each research point was constant given the ocean sur- 

face was calm; the concentrations of radionuclides did not 

change in the vertical direction in the sea under the condition 

that contaminants were mixed completely in the direction; dif- 

fusion of radioactive effluents was not affected by ocean cur- 

rents, temperature and depth of ocean, or atmospheric deposi- 

tion when the external environment was relatively stable; and 

adsorption and intake of radionuclides by marine plants and an- 

imals could be ignored since the research duration was relative- 

ly short. The concentration changes of 131I and 137Cs at the four 
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Figure 2. Simulated concentration changes of 131I at the study points 1 to 4 using the instantaneous point source model. 

 

 
 

Figure 3. Simulated concentration changes of 137Cs at the study points 1 to 4 using the instantaneous point source model. 
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Table 5. The Maximum Values of Simulated Concentrations for 131I and 137Cs at each Research Point 

Radionuclide 

 

Research  

point 

131I 137Cs 

Maximum 

value 
Time 

Times of exceeding 

standard 
Maximum value Time 

Times of exceeding 

standard 

 1  7.47×103 Bq/L 7 April 2011 187 2.53×103 Bq/L 7 April 2011 28 

 2  6.91×103 Bq/L 7 April 2011 173 2.21×103Bq/L 7 April 2011 25 

 3  2.05×103 Bq/L 7 April 2011 51 6.95×102 Bq/L 7 April 2011 8 

 4  9.02×102 Bq/L 7 April 2011 23 3.10×102 Bq/L 7 April 2011 3 

 

research points from 7 ~ 24 April 2011 were simulated and are 

presented in Figures 2 and 3, respectively. The instantaneous 

point source item Q of 131I and 137Cs resulted in the difference 

between in the half-life period between 131I and 137Cs. 

Figures 2 and 3 show that concentrations of 131I and 137Cs 

decreased gradually with time at the four research points. In the 

initial days of the simulation period, the 131I and 137Cs concen- 

trations were relatively high because of the previous discharge 

of the instantaneous point source item. In particular, the maxi- 

mum value of concentration for 131I was 7.47 × 103 Bq/L (7 A- 

pril 2011, Point 1), which was 185 times greater than the reg-

ulatory limit in Japan, while that of 137Cs was 2.53 × 103 Bq/L, 

exceeding the related limit by 28 times (7 April 2011, Point 1). 

Moreover, the maximum values of simulated concentrations 

for 131I and 137Cs at each research point were calculated as pre-

sented in Table 5. 

As Points 1 and 2 were nearto the cracks of high level 

radioactive effluents in unit 2 of Fukushima Dai-ichi Nuclear 

Power Plant, concentrations of 131I and 137Cs in the two research 

points were both 103 order of magnitude, which far exceeded 

the water quality standard. The 131I and 137Cs concentrations 

reached the peak at points 1 and 2 on 7 April 2011. Moreover, 

the values of 131I and 137Cs were 6.91 × 103 Bq/L and 2.21 × 103 

Bq/L respectively at Point 2, while those at Point 1 were greater 

than these values. At the same time, 131I and 137Cs concen- 

trations at Points 3 and 4 were at the 102 order of magnitude, 

which is lower than the values of Points 1 and 2 as these two 

points were more distant from the Fukushima Dai-ichi Nuclear 

Power Plant. Figures 2 and 3 indicated that the concentrations 

of 131I were much greater than those of 137Cs at each research 

point, and the reason was the discharge amount of 131I was 

larger than that of 137Cs. Because of the diffusion and decay 

effects in the ocean, the radionuclide concentrations decreased 

considerably within one week at all research points. The com- 

parison between monitoring concentrations and the results 

simulated by the instantaneous point source model for 131I and 
137Cs concentrations at Points 1 to 4 is given in Figures 4 and 

5, respectively. 

The relative error (Re) was used for accuracy analysis, and 

its computational formula was given as: 
 

0

0

100%i
e

c c
R

c


   (8) 

 

where Re is the relative error of model simulation (%), Ci is the 

simulation concentration (Bq/L), and C0 is the monitored con- 

centration (Bq/L). If Re is a positive value, the simulated con- 

centration is relatively high, and vice versa. The model simula- 

tion results were considered in agreement with the monitoring 

values when Re was 0. From Figures 4 and 5, relative errors of 

radionuclides between simulation and monitoring values in 

each research point were calculated as shown in Table 6. 

Figures 4 and 5 and Table 6 indicated that the maximum 

relative error between simulation and monitoring concentra- 

tions for 131I at all research points during the simulation period 

was 678.71%. This was because that the simulated concentra- 

tions were higher than the monitored equivalents. The relative 

error increased over time, and reached its maximum value of 

678.71% on the last day of the simulation period (April 23). 

Moreover, the average relative error of simulation for all re- 

search points was 200.07%, which indicated that it was difficult 

to obtain the desired simulation results for radionuclides with a 

short half-life period such as 131I through instantaneous point 

source model during this simulation period. For 137Cs, the rela- 

tive errors during the whole simulation period were relatively 

small in each research point, and the average relative error was 

34.09%. This showed that the instantaneous point source model 

had an acceptable accuracy for radionuclides with long half-

life periods (such as 137Cs) during this short simulation period. 

In conclusion, the relative errors of concentration simula- 

tion for radionuclides with short half-life periods were larger 

than those with long half-life periods when simulating using 

the original model. This was because the decay of radionu- 

clides was not taken into consideration during the diffusion 

clides was not taken into consideration during the diffusion 

process in the model. 

 

4.2. Simulation Results and Precision Analysis of the 

Improved Instantaneous Point Source Model 

Based on the improved instantaneous point source model 

and determined parameters, the spatial-temporal changes of 131I 

and 137Cs concentrations were calculated by ORIGIN at each 

research point from 7 ~ 24 April 2011 under the accident condi- 

tions. The initial assumptions were in accordance with those 

mentioned in Section 4.1.  

The simulation results indicated that concentrations of 131I 

and 137Cs at each research point decreased over time (Figures 6 

and 7). Owing to the effects of migration and decay, concentra- 

tions of radionuclides decreased considerably at each research 

point within one week. Compared with the 137Cs concentra- 

tions, the 131I concentrations were much higher within one half- 
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Figure 4. Comparison of monitoring values for 131I at research points 1 to 4 with those simulated using the instantaneous point 

source model. 

 

 
 

Figure 5. Comparison of monitoring values for 137Cs at research points 1 to 4 with those simulated using the instantaneous point 

source model. 
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Figure 6. Simulated concentration changes of 131I at research points 1 to 4 using the improved model. 

 

 
 

Figure 7. Simulated concentration changes of 137Cs at research points 1 to 4 using the improved model. 
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Table 6. Accuracy Analysis of Simulation Results for 131I and 137Cs Based on the Instantaneous Point Source Model (unit: %) 

Research point 

131I 137Cs 

Maximum 

Relative Error 

Minimum 

Relative Error 

Average relative 

error   

Maximum 

Relative Error 

Minimum 

Relative Error 

Average 

relative error   

 1 749.66 11.36 213.23 -49.67 -16.79 30.33 

 2 655.67 14.79 172.47 -56.91 -10.37 35.77 

 3 657.27 13.22 189.80 -58.49 -13.44 34.32 

 4 652.23 19.56 224.78 -60.29 -13.21 35.94 

Average 678.71 14.73 200.07 -27.10 -13.45 34.09 

 

life period (8.3 days), and there was a continuous decrease of 
131I concentration. Subsequently, 131I and 137Cs concentrations 

were both within the 102 order of magnitude at all research 

points. Two half-life periods of 131I later, the 131I concentrations 

were less than those of 137Cs at all research points. Moreover, 
131I had the most serious impact on the nearby marine environ- 

ment in the first half-life period and the impacts subsequently 

greatly reduced. In addition, the 137Cs concentrations also de- 

creased during the simulation period even though the range of 

this decrease was much smaller than that of 131I. The effects of 
137Cs on water bodies could be not fully eliminated in a short 

period because of its long half-life and its leaching and release 

in vegetation and soil. 

Furthermore, the simulated values of the improved instan- 

taneous point source model for 131I and 137Cs at Points 1 to 4 

were compared with the monitoring data (Figures 8 and 9). The 

monitoring data in Figures 8 and 9 came from relevant reports 

on radioactive levels of surrounding seas which were published 

by TEPCO, Ministry of Education, Culture, Sports, Science 

and Technology (MEXT), and IAEA (IAEA, 2011; MEXT, 

2011; TEPCO, 2011). Meanwhile, the simulation values were 

based on the simulation of the improved instantaneous point 

source model. 

According to Formula (8), the relative errors between the 

simulated and monitoring values at the research points were 

calculated (Table 7). The minimum and average relative errors 

for 131I at all research points during the simulation period were 

7.63 and 34.12% respectively, which indicated that acceptable 

simulation results could be obtained for radionuclides with a 

short half-life using the improved instantaneous point source 

model. Moreover, for 137Cs, the relative errors during the simu- 

lation period were relatively small at all research points, and 

the average relative error was 33.44%. This illustrated that the 

improved instantaneous point source model also had an accept- 

able simulation accuracy for long half-life radionuclides. 

In conclusion, simulated results from the improved instan- 

taneous point source model, in which radionuclide decay was 

taken into account, were acceptable for both short and long 

half-life radionuclides. 

 

4.3. Accuracy Comparison between the Original and 

Improved Models 

The average relative errors for simulation of 131I and 137Cs 

concentrations at research points 1 to 4 were compared between 

the original and improved models (Table 8). 

Through the model improvement, the relative errors of 131I 

concentrations at research points 1 to 4 substantially reduced, 

and the simulation accuracy of 131I enhanced considerably. 

Relative errors reduced by 178.24, 133.94, 155.88, and 195.73% 

for research points 1 to 4, respectively, and the average value 

decreased by 165.95%. This indicates that the improved instan-

taneous point source model could reflect the decay and dif-

fusion of 131I in sea water. Through considering the decay 

process of radionuclides, the accuracy of the simulation model 

was substantially improved for radionuclides with short half-

life periods such as 131I. However, the improvement was small 

for 137Cs average relative errors, which reduced from 34.09 to 

33.44%. This was because the simulation period was merely 18 

days (7 ~ 24 April 2011), which was much shorter than the half-

life period of 137Cs (30.167 years) and the decay of 137Cs over 

such a short time could therefore be neglected. If the simulation 

period was much longer (e.g. the half-life period of 137Cs), the 

simulation accuracy increase would be obvious as the influence 

of radionuclide decay on radioactive concentration could be 

adequately reflected by the improvement model. This indicated 

that the improved instantaneous point source model was also 

suitable to simulate the transport and diffusion of radionuclides 

with long half-life periods such as 137Cs in shallow marine 

areas, considering its acceptable simulation precision. 

In conclusion, a good improvement in accuracy was found 

following application of the improved instantaneous point 

source model relative to the original model. Compared with the 

original model, the improved instantaneous point source model 

could more objectively reflect the decay and diffusion mechan- 

ism of radionuclides in ocean, and support a more precise simu- 

lation of spatiotemporal changes for radionuclides in oceans 

following nuclear power plant accidents. 

5. Conclusions 

In this study, an improved instantaneous point source 

model was developed for the simulation of radionuclide trans- 

port and diffusion in oceans following nuclear power plant ac- 

cidents based on the additional consideration of the decay proc- 

ess of radionuclides. The original and improved models were 

applied to simulate the concentration changes of 131I and 137Cs 

with time over a period after the Fukushima Dai-ichi nuclear 

power plant accident (7 ~ 24 April 2011) at four research points. 

The simulation results from the original model were compared 

with those of the improved model. 

The simulated concentrations from the original model for 

http://dict.cn/average%20absolute%20relative%20error
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Figure 8. Comparison of 131I concentrations measured at research points 1 to 4 and those simulated using the improved model. 

 

 
 

Figure 9. Comparison of 137Cs concentrations measured at research points 1 to 4 and those simulated using the improved model. 
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Table 7. Analysis of the Accuracy of Simulation Results for 131I and 137Cs Using the Improved Model (unit: %) 

Research point 

131I 137Cs 

Maximum 

Relative Error 

Minimum 

Relative Error 

Average relative 

error   

Maximum 

Relative Error 

Minimum 

Relative Error 

Average relative 

error   

 1 -55.20 -9.73 34.99 -49.65 -7.83 30.13 

 2 -68.84 -8.49 38.53 -56.93 -8.56 35.76 

 3 -52.57 -11.25 33.92 58.46 -13.41 34.29 

 4 -43.14 -7.63 29.05 -60.27 -11.75 33.95 

Average -54.94 -9.28 34.12 -27.10 -10.39 33.44 

 

Table 8. Comparison of Average Relative Errors for Simulation Results between the Original and Improved Models (unit: %) 

Research 

point 

Average relative error (131I) Average relative error (137Cs) 

Instantaneous point 

source model 

Improved 

model 

Reduction of average 

relative error 

Instantaneous point 

source model 

Improved 

model 

Reduction of average 

relative error 

 1 213.23 34.99 178.24 30.33 30.13 0.20 

 2 172.47 38.53 133.94 35.77 35.76 0.01 

 3 189.80 33.92 155.88 34.32 34.29 0.03 

 4 224.78 29.05 195.73 35.94 33.95 1.99 

Average 200.07 34.12 165.95 34.09 33.44 0.56 

 
131I and 137Cs at each research point were also compared with 

monitoring values. The maximum relative error between sim- 

ulation and monitoring concentrations for 131I at all research 

points during the simulation period was 749.66%. Moreover, 

the average relative error of simulation for all research points 

was 224.78%. For 137Cs, the relative errors during the simula- 

tion period were relatively small at all research points, and the 

average relative error was 34.09%. The relative errors for 131I 

were too large to be accepted, which was because its half-life 

was relatively short (8.3 days). During the simulation period, 

there was a decay process of 131I, which was not taken into ac- 

count in the original model. However, in the improved model, 

the minimum relative error of 131I at all research points during 

the simulation period was -7.63% and the average relative error 

of 131I concentrations at all research points reduced to 34.12%. 

Furthermore, the average relative error of 137Cs was 33.44%. In 

addition, the average relative errors of 131I and 137Cs reduced 

from 200.07% and 34.09% to 34.12% and 33.44%, respective- 

ly, representing an overall reduction of 165.95% and 0.56%. 

This considerable decrease in the 131I simulation accuracy was 

caused by the added consideration of the decay process. More- 

over, the simulation accuracy of 137Cs changed only slightly be- 

cause the simulation period was much shorter than the half-life 

period of 137Cs (30.167 years).  

Acceptable simulation results can be obtained for simu- 

lation of the spatiotemporal change of radionuclides in oceans 

following nuclear power plant accidents through the improved 

instantaneous point source model. This study is the first attempt 

to take the decay of radionuclides into account when simulating 

transport process by diffusion equation for radionuclides in 

oceans following nuclear power plant accidents. It provides a 

useful tool for accident emergency response under the condi- 

tions that source of pollution was instantaneous point one and 

that the contaminated areas were ocean, neritic region as well 

as oceanic zone. In this study, the simulation was based on the 

instantaneous point source model, which had some limitations 

the directions of wind and tide were not taken into account. In 

the future, this concern will be considered further to realize 

more accurate simulation. 
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