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ABSTRACT. An automatic identification and classification of rice diseases are very important in the domain of agriculture. Deep learn-

ing (DL) is an effective research area in the identification of agriculture pattern identification where it can effectively resolve the issues 

of diseases identification. In this paper, a hybrid optimization algorithm is developed to categorize the plant diseases. The pre-processing 

is made using Region of Interest (ROI) extraction and the input image is created by combining the Rice plant dataset, and Rice disease 

dataset. The segmentation is accomplished using Deep fuzzy clustering. The features, like statistical features, entropy, Convolutional 

Neural Network (CNN) features, Local Optimal-Oriented Pattern (LOOP), and Local Gabor XOR Pattern (LGXP) is considered for 

extracting the appropriate features for further processing. The data augmentation is employed to enlarge the volume of extracted features. 

Then, the first level classification is made by deep neuro-fuzzy network (DNFN), which is trained using Rider Henry Gas Solubility Op-

timization (RHGSO) that categories into healthy and unhealthy plants. The RHGSO is the integration of Rider Optimization Algorithm 

(ROA) and Henry gas solubility optimization (HGSO). After that, second-level classification is made by a Deep residual network (DRN) 

that is tuned by RHGSO. Thus, the RHGSO-based DRN categorizes the unhealthy plants into Bacterial Leaf Blight (BLB), Blast, and 

Brown spot. Thus, the implementation of the proposed RHGSO-based deep learning approach offered better accuracy, sensitivity, speci-

ficity, and F1-score of 0.9304, 0.9459, 0.8383, and 0.9142. 
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1. Introduction 

Rice is one among the significant food in all over the world, 

but the diseases in rice plants degrade the yield production (Liang 

et al., 2019). Moreover, plant diseases are a major cause of food 

security, which affects the food production (Brahimi et al., 2017; 

Barbedo, 2018; Miao et al., 2019; Li et al., 2020). With the tre-

mendous improvement of computer vision and application, farm-

ers can consult the plant pathologists using the image data-base 

of rice plants for predicting the diseases of rice plants (Dong and 

Wang, 2013; Khairnar and Dagade, 2014; Zhang and Yang, 

2014; Lu et al., 2017). 

 

1.1. Significance 

The revealing and recognition of rice malady in its starting 

stage can preserve the growth of the plant that produced high 

yield with better quality of rice. In advanced agriculture, it is 

very vital to manage plant diseases with less damage to the plants 

using effective methods (Abed-Ashtiani et al., 2018; Liu et al., 

2018). Recently, advanced plant monitoring techniques are de-  
 

* Corresponding author. Tel.: +91 9095051376; fax: 08941-251591. 

E-mail address: daniinfotech@gmail.com (T. Daniya). 

 
ISSN: 1726-2135 print/1684-8799 online 

© 2023 ISEIS All rights reserved. doi:10.3808/jei.202300492. 

veloped by combining computer-aided methods with crop image  

to monitor plant growth (Karmokar et al., 2015; Sabrol and Sa-

tish, 2016; Liu et al., 2018). In order to enhance the effective-

ness of plant diseases prediction, an automatic prediction and 

categorization of diseases depending on the DL method pro-

vides a better solution. Some of the automatic diseases predic-

tion approaches are the pattern identification method (Phadikar 

et al., 2013), SVM (Niu and Suen, 2012), computer vision (Le-

Cun et al., 2015), and image processing methods (Khush, 2005). 

An automatic rice diseases identification model provides the 

information for diseases control, which reduces the economic 

loss, usage of pesticides and improves the quality of yield (Bojja 

and Ambati, 2020; Bojja et al., 2020). In the automatic diseases 

prediction model, the classification of diseases type is challeng-

ing due to the complexity (Babu and Rao, 2015; Liang et al., 

2019). Recently, DL approaches are mostly employed for plant 

diseases prediction and classification, due to its effective per-

formance. DL algorithms produce an output through the multi-

ple layers by extracting the complicated features of leaf images 

(Bhagawati et al., 2015; Lu et al., 2017; Anandkumar, 2020).  

 

1.2. Previous Studies 

The research papers are taken based on rice leaf disease 

classification in recent years. Rahman et al. (2020) developed 

the Deep CNN for the recognition of rice diseases. In this meth- 
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od, the InceptionV3 and VGG16 were utilized in the large-scale 

identification of rice plant infection and two-stage small CNN 

was used in the small-scale rice plant detection. This method 

offered good precision and high accuracy for both large and 

small datasets. However, the VGG16 has more parameters, which 

may affect the performance of the system. Lu et al. (2017) de-

veloped the Deep CNN model for the recognition of diseases 

in the rice. This method was efficiently classified ten various 

rice plant diseases and offered an accuracy of 95.48%. The ma-

jor advantages of this method were good training performance, 

recognition ability, and convergence rate. The analysis of this 

method was done with 500 natural images of rice leaves, but 

for effective performance, it required a large dataset. Chen et 

al. (2020) developed the Deep transfer learning model for iden-

tifying the diseases in the rice plants. This method had the capa-

bility to classify multiple kinds of diseases. This method inte-

grates the merits of both ImageNet and DenseNet, which im-

proved the feature extraction capability and minimizes the com-

putational complexity. Liang et al. (2019) developed the Deep 

CNN for the recognition of rise blast disease. In this method, a 

dataset was established with the help of plant protection experts, 

which contains 2902 negative and 2906 positive images. It had 

good reliability and accuracy. Shrivastava et al. (2019) devel-

oped an image-based machine learning approach for classify-

ing leaf disease of rice plants. Here, the analysis was done with 

619 images. The deep CNN was used as a feature extraction 

and the classification is made by SVM. This method was capa-

ble of classifying the disease at an early stage. Sethy et al. (2020) 

developed the SVM model for identifying the leaf disease of 

rice plants. In this method, the analysis was done with 5932 

images and it was provided better performance by combining 

with the transfer learning technique. However, the F1-score of 

this method was low. Krishnamoorthy and Parameswari (2018) 

developed the combination of transfer learning and Deep CNN 

for an early detection of leaf disease of rice plants. This method 

identified multiple kinds of diseases from rice plant. This meth-

od reduced the time of training and boosts the neural networks’ 

functional capabilities. Jiang et al. (2020) developed the DL and 

SVM approaches to categorize the four-leaf diseases. This meth-

od was processed with thousands of diseases in the rice plant 

and offered good accuracy. However, the selection of the opti-

mal neurons and layers was difficult in this method. 

 

1.3. Shortcomings 

Rice is a significant food crop, which is damaged due to 

the attack of various pests and diseases. Thus, the revealing and 

recognition of rice malady in its starting stage can preserve the 

growth of the plant that produced high yield with better quality 

of rice. Some of the issues faced by the conventional approaches 

are listed below: 

 Some traditional approaches have high computational cost, 

time-consuming, and needs the expert’s advice. 

 Some methods failed to segment the affected portion accu- 

rately with heterogeneous background images. 

 Some important features are not considered for the evalua- 

tion, so that the accuracy of the model gets affected. 

These shortcomings in the conventional approaches are 

considered as a motivation, a novel technique named RHGSO-

based DRN is developed for rice plant diseases detection and 

classification. 
 

1.4. Research Objectives 

The research objectives of the implemented plant leaf dis- 

ease detection technique are discussed below: 

 To develop two-level plant diseases classification approaches, 

namely RHGSO-based DNFN and RHGSO-based DRN. 

 To perform the first level classification process using DNFN 

in order to classify the healthy and unhealthy plants. 

 To perform the second level classification using DRN, 

which classify the unhealthy images as either BLB disease 

or Blast disease, or Brown spot disease.  

 To train the DNFN and DRN classifier using the RHGSO 

algorithm that is designed by the incorporation of the HGSO 

algorithm and ROA.  

2. Developed Approach for Rice Leaf Diseases 

Detection and Classification 

This section depicts the developed optimization-based DL 

method to find and classify the rice leaf diseases. Initially, the 

pre-processed is performed in the input images and forwarded 

to the segmentation phase. Here, the segmentation is made by 

deep fuzzy clustering to perform the segmentation of the dis- 

eased area from images. Then, the statistical features, entropy 

features, CNN features, LOOP features, and LGXP features are 

taken from the segmented output. After the mining of features, 

then the size of extracted features is enlarged using the data 

augmentation phase. After that, the first level classification pro-

cess is performed using RHGSO-based DNFN in order to clas-

sify the plant is either healthy or unhealthy. Subsequently, the 

unhealthy plants are further classified using DRN for classify-

ing the leaf diseases, like BLB, blast, and brown spot. Figure 1 

shows the block diagram of devised RHGSO-based DL. 

 

2.1. Getting Input Data  

In this paper, the input data is gathered from two datasets, 

namely rice plant dataset (https://www.kaggle.com/rajkumar 

898/rice-plant-dataset) and rice disease dataset (https://github. 

com/aldrin233/RiceDiseasesDataSet). The Rice plant dataset 

contains 1006 images of rice seeds with healthy and unhealthy 

images. In this dataset, the count of healthy images is 501, and 

the unhealthy images count is 506. The rice disease dataset 

contains images of three diseases, like BLB, brown spot, and 

blast. This paper considered these two datasets and then merged 

them into a single dataset for performing disease classification. 

The rice plant dataset D contains n images: 

 

 1 2
, , , , ,

x n
D D D D D=   (1) 

 

where u v

x
D N  ,  1,2, ,x n= , n signifies all images and [u × 

v] denotes the dimension of every image.  
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Figure 1. Proposed RHGSO-based Deep learning algorithm for rice plant leaf diseases classification. 

 

The rice disease dataset B contains z count of input images, 

which is expressed as: 

 

 1 2
, , , , ,

y z
B B B B B=  (2) 

 

Here,  1,2, ,y z= and z depicts the total quantity of images 

with the dimension of  a b , respectively. 

After the gathering of two datasets, it is required to be 

combined into a single database, which contains multiple im- 

ages, and its mathematical depiction is expressed as: 

 

 ,M D B=  (3) 

 

  1 2 1 2
, , , , , , , , , ,

x n y z
M D D D D B B B B=  (4) 

 

where M depicts the database of combining two datasets. 

 

2.2. Pre-Processing 

The selected M database is forwarded to the pre-process-

ing module for removing the unwanted noise from the images 

that exists in the dataset using the ROI extraction process. The 

purpose of ROI extraction method is to create a noise-free im-

age for enhancing performance. Thus, the pre-processed noise-

free dataset is depicted as f. The next step is the segmentation 

process, which segments the affected portion from a noise-free 

image f using deep fuzzy clustering. 

 

2.3. Segmentation Using Deep Fuzzy Clustering 

After pre-processing, the noise-free dataset f is fed into the 

input of deep fuzzy clustering (Feng et al., 2020) to segment 

the affected area from rice leaf images. The deep fuzzy clus- 

tering effectively handled the complex latent high-dimensional 

data distribution. This process can help to ease the process of 

further processing.  

Deep fuzzy clustering: The input is f = {f1, f2, …, fy, …, 

fz}, count of clusters U, batch size zt, and maximum iteration 

Smax, correspondingly. The auto-encoder’s objective function is 

given as: 
 

( ) ( ) ( )
2

,
1

1
,

z

P U y y
y

F f ERR f f reg P
z

 
=

= − +   (5) 
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Figure 2. Extraction of CNN features. 

 

where signifies Euclidean norm, reg(P) represents term of 

regularization for minimizing the overfitting.  

Let us calculate FMh fuzzy memberships, TRh target, and 

the objective function using KL-divergence. The graph regu- 

larization is identified using Af and Hh: 
 

,

2

, 1

min min
y

z

u y f
y

u u A





=

= −  (6) 

 

where affinity in-between data fy, and f is signified as Af. The 

clustering loss function is signified as: 
 

( )
2

, 1
2

1 1 1

log
z z cc

if

f P U y y if
y y f if

J
L ERR f f J

K


= = =

= − +   

 
2

2 ,
, 1

z

y f y
y

u u A 



=

+ −             (7) 

 
Finally, the segmented region is signified as:  

 

 1 2
, , ,

z
s s s s=  (8) 

 

where P represents the weight of autoencoder, U represents the 

bias of autoencoder,
1

 and
2

 represents the hyperparameter, fy 

be the input data,
y

u and u depicts the hidden features, Jif and 

Kif depicts the fuzzy membership, s denotes a segmented region, 

and z denotes the total number of segments, respectively. 

 

2.4. Extraction of Features 

After the segmentation is done, the feature mining process 

is performed for deriving the powerful features, like statistical 

features, CNN features, LOOP, and LGXP features. The seg- 

mented output sz is given for mining the relevant features.  

 

2.4.1. Statistical Features 

The statistical features are variance, mean, kurtosis, skew-

ness, and standard deviation. Mean is computed by taking mean 

image pixels, which is given by: 

 

( )
( )

( )

1

1 zc s

s z
zz

C c s
c s =

=    (9) 

where z indicates the total segments, c(sz) indicates every seg- 

ment pixel value, and all pixels within a division is denoted by

( )z
c s , and Cs depicts the value of the mean feature. 

Variance is employed to remove the inappropriate features. 

It is measured by the value of mean feature: 
 

( )

( )
1

1

zc s

z s
z

s

z

s C

V
c s

=

−

=
−


 (10) 

 

where Vs specified the variance feature. 

Standard deviation denotes the square root of the mean 

value, which is termed as Ss. Skewness illustrates the object 

shape with regards to mathematical value with its relative sym-

metry. It is indicated as Ks. Kurtosis is the peak value irregu-

larity and is expressed as the relative peak value of probability 

density function, and it is denoted as Nm. The statistical features 

are given as Ef = {Cs, Vs, Ss, Ks, Ns} with dimension of [5 × 1]. 

 

2.4.2. Entropy 

Entropy discovers the data content that exists in an image. 

The edge pixels details are selected for calculating entropy mea-

sures and are indicated as Es. 

 

2.4.3. CNN Feature 

CNN feature is mined from the segmented region to per-

form the classification procedure. The CNN feature is repre-

sented as Qs. The feature mining is given in Figure 2. 

 

2.4.4. Loop 

The non-linear combination of LBP and LDP is called as 

LOOP that overwhelms the disadvantages of these two while 

conserving the strengths of each. Thus, it encrypts rotation in-

variance to the significant formulation. The expression for the 

LOOP feature (Chakraborti et al., 2018) is expressed as follows: 
 

1

( , ) (  ) 2 n

N
r

s s n s
n

LOOP i j L x x
−

= −   (11) 

 

where xn depicts the intensity values, rn depicts the exponential 

value and xs indicates the cluster center, and L(i) is expressed as: 
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Figure 3. Structural design of DNFN classifier. 

 

1 0
( )

0

if i
L i

otherwise


= 


 (12) 

 

The extracted LOOP feature is represented as Ls. 

 

2.4.5. LGXP Feature 

The LGXP feature is the combination of the XOR pattern 

or LXP and Gabor filter coefficient. The LGXP is formed by 

subjecting LXP to the phase of the Gabor filter coefficient. The 

LXP is employed to encode the Gabor phase and is represented 

as Xs. 

Finally, the feature vector made using the mined features 

is given as Ef and given in Equation (13): 

 

 , , , ,
f f s s s s

D E E Q L X=  (13) 

 

Thus, Df is the all feature vector given to the data augmenta-

tion phase. 

 

2.5. Data Augmentation 

The extracted feature Df is passed this phase to increase 

the size of extracted features. Data augmentation is an integral 

approach in DL since the DL process needs a large size of fea- 

tures for effective processing. The output of the data augmenta- 

tion process is represented as Af. 

 

2.6. Rice Plant Leaf Diseases Classification 

Once the data augmentation is done, then the leaf diseases 

classification process is initialized. The first level and second 

level classification algorithms and its training process are ex- 

plained in the following section.  

 

2.6.1. First Level Classification 

In this, the augmented feature Af is given to the input of 

the DNFN classifier to categorize the given leaf image as either 

healthy or unhealthy. The structural design of DNFN is explain-

ed as follows. 

 

2.6.1.1. DNFN Architecture 

The DNFN (Javaid et al., 2019) is the hybridized model of 

fuzzy logic and Deep Neural Network. The basic parameters 

involved in the DNFN are premises and consequents. The prem-

ises rely on membership function and the consequents are lies 

on the defuzzification process. In this classifier, the high-dimen-

sional data is handled with better accuracy. The structural de-

sign of DNFN for rice leaf plant diseases classification is repre-

sented in Figure 3.  

z and a are assumed as premises and consequent that is 

formulated as: 
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( )1, 2
, 1,2,3K qR a  

−
=  =  (14) 

 

where a and z indicate all
th entity input, qBα and qRα-2 denotes 

membership function antecedent, and K1,α represents member-

ship degree function, which is formulated by: 

 

( ) 2

1

1

Q
qB z

z A

I







=
=

+

 (15) 

 

where Qα, Aα and Iα is a premise constraint membership func- 

tion that is trained for optimization.  

Similarly, layer 2 is engaged for expressing rule clusters. 

The membership variable multiplication value signifies the rule 

strength: 

 

( ) ( )2, 2
,  1,2K qB z qR a    

−
= =  =  (16) 

 

In addition, layer 3 denotes the normalization that the 

whole entity estimates the proportion to
th  rule strength the 

addition of every rule strength. Therefore, the generic network 

parameter is denoted as  . Thus, each rule result is normal-

ized with rule firing strength, and is expressed as: 

 

3,

1 2

, 1,2K 
 


 

 
= =  =

+
 (17) 

 

The fourth layer is represented as the defuzzification layer 

wherein all rule consequents are predicted for indicating an 

output: 

 

( )4,
, 1,2K W Y z M a C        = = + +  =  (18) 

 

where Y, M and C is a consequent constraint set. The last layer 

is termed as the summation layer that performs the prior layer 

summation results. Final result estimation is denoted as: 

 

5,

W
K W

 
  







= =





 (19) 

 

Here, the developed RHGSO used to train the parameters 

of the approach. Additionally, all hidden layers are employed 

to make an efficient training system for large data. The DNFN 

outcome is depicted as Y . 
 

2.6.1.2. Proposed RHGSO-Based Training for DNFN 

The developed RHGSO algorithm is developed for train- 

ing the DNFN algorithm. The RHGSO algorithm is designed 

by the integration of ROA (Binu and Kariyappa, 2018) and 

HGSO Algorithm (Hashim et al., 2019). Here, the updated rule 

of ROA algorithm is applied to the best location of HGSO algo- 

rithm for achieving better performance.  

Step 1: Initialization. The amount of gas (population size 

Y) and location of gases are initialized using the expression giv-

en below: 

 

min max min
( 1) ( )

a
R k R r R R+ = +  −  (20) 

 

where Ra depicts the location of ath gas in Y population, r is the 

random number among 0 and 1, Rmin and Rmax be the boundary 

limit of the issue, k is the time of iteration. Let e be the amount 

of gas, Ea,b be the gas partial pressure a in bth cluster, and the 

initialization of gas is performed on the following equations: 

 

1
( ) (0,1)

b
N k e rand=   (21) 

 

, 2
(0,1)

a b
E e rand=   (22) 

 

3
(0,1)

b
O e rand=   (23) 

 

where e1, e2 and e3 be the constant values. 

Step 2: Fitness value computation. The fitness prediction 

is assists to discover the optimal value. The solution with less 

error is selected as best solution: 

 

 
2

1

1 K

F Y
K

 
 =

= −  (24) 

 

where Y depicts the output of SNFN, is the target output, and 

F is fitness measure. 

Step 3: Clustering. The population agents are subdivided 

into several amounts of similar clusters that are similar to all 

gas categories. Thus, every cluster has a gas and similar Hen-

ry’s constant value (Nb). 

Step 4: Evaluation. All the clusters y are computed to 

identify the best gas relies on equilibrium state from the others 

in its category. After that, the gases are ordered to acquire the 

best gas in the whole swarm.  

Step 5: Renew the coefficient of Henry. This step is used 

to up-date the Henry coefficient in best location, when the best 

gas is obtained. The update equation of Henry’s coefficient is 

conveyed as follows: 
 

1 1
( 1) ( ) exp

( )
b b b

N k N k O
t k t

  
+ =  −  −  

  
 (25) 

 

( ) exp
k

t k
iter

 
= − 

 
 (26) 

 

where Nb is the cluster b Henry coefficient, the heat is denoted 

as t is, t is a stable value, iter denotes all amount of iterations. 

Step 6: Modify solubility. After updating the Henry coef-

ficient, then the solubility of gas is also updated using the ex-

pression given below: 

 

, ,
( ) ( 1) ( )

a b b a b
T k N k E k= +   (27) 
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where Ta,b is the ath gas solubility in bth cluster, Ea,b is the partial 

pressure on ath gas in bth cluster and is a stable value. 

Step 7: Update location. The gas location is modified using 

Equation (28): 

 

, , , ,
( 1) ( ) ( ( ) ( ))

a b a b a best a b
R k R k Gr R k R k+ = + −  

( ), ,
                   ( ) ( ) ( )

a b best a b
Gr T k R k R k+ −   (28) 

 

where Ra,b denotes the position of gas a in cluster b, r is the ran- 

dom number, k is the iteration time, Ra,best is the best gas a in 

cluster y, Rbest denotes the optimal gas in swarm, χ is the inter- 

action ability of gas b in cluster a, ω depicts the constant. 

In order to overcome this, ROA algorithm is introduced to 

obtain the best solution in HGSO algorithm. From ROA fol- 

lower (Binu and Kariyappa, 2018), the updated equation be- 

comes: 

 

, , ,
( 1) ( ) cos( ) ( , )L k L k

a b a b a b a
R k R k J R L b g + = +     (29) 

 

,

,

,

( 1)
( )

1 cos( )

a bL

a b k k

a b a

R k
R k

J g

+
=
 +  

 (30) 

 

Substitute leading rider position of ROA in the best solu- 

tion of HGSO, thereby Equation (28) can be rewritten as: 

 

, , , ,
( 1) ( ) ( ( ) ( ))

a b a b a best a b
R k R k Gr R k R k+ = + −     

, ,

,

,

( ) ( 1)
                    ( )

1 (cos( ) )

a b a b

a bk k

a b a

T k R k
Gr R k

J g

 +

+ −  +  

   (31) 

 

,

,

, ,

1 (cos( ) )
( 1)

1 (cos( ) ) ( )

k k

a b a

a b k k

a b a a b

J g
R k

J g Gr T k

+ 
+ =

+  −
  

,
                     ( )(1 ( )) k

ab a best
R k Gr Gr R   − + +    (32) 

 

1k k

a a

off

g h
T

 
=  

 
 

 (33) 

 

,

( )
exp , 0.5

( )

best

a b

H k

F k


  



 − +
= =  + 

 (34) 

 

where
,

k

a b
J depicts the steering angle,

k

a
h depicts the velocity of 

ath rider, Toff depicts the off time, Ra,b(k) represents the location 

of gas in bth cluster, Hbest depicts the fitness of best gas, Fa,b(k) 

represents the fitness of gas a in cluster b, Ta,b(k) represents the 

solubility of gas and Nb(k+1) depicts the Henry coefficient. 

Step 8: Getaway from local optimum. The local best is 

escaped in this step, and the worst agent selection is depicted 

as: 
 

( )( )2 1 1worst
Y Y rand v v v=  − + , 1 2

0.1 and 0.2v v= =  (35) 

where Y is the count of search agents.  

Step 9: Renew worst agents location. The expression for 

updating the worst agents is given as: 

 

( ), min( , ) max( , ) min( , )a b a b a b a b
B B r B B= +  −  (36) 

 

where Ba,b is the location of gas a in cluster b, r denotes the ran- 

dom number, Bmax and Bmin denotes the bound of the problem. 

Table 1 describes the Pseudocode of developed RHGSO algo- 

rithm. The classified output of RHGSO-based DNFN is repre- 

sented as Г. 

 

2.6.2. Second Level Classification 

This classification is completed by DRN, which is utilized 

to classify the unhealthy plant image into blast, BLB or brown 

spot images. The advantage of DRN is the simple model, achieved 

low error rate and less number of constraints with good classi-

fication performance. The structural design of DRN classifier 

is given below. 

 

Table 1. Pseudocode of Developed RHGSO 

Pseudocode of developed RHGSO algorithm 

Initialization: ( 1,2,..., )aR a Y= , number of gas types,
bN ,

,a bE ,
bO ,

1e ,
2e and

3e  

Categorize the gas into several types 

Estimate every cluster b  

Estimate the optimal gas ,a bestB and best exploration agent

bestB  

While k Maximum number of iterations do 

 For every search agent do 

 Renew the locations of all search agents by 

Equation (28) 

 End for 

 Renew Henry’s coefficient of all gas category by 

Equation (25) and (26) 

 Renew solubility of every gas type through Equation 

(27) 

 Rank and chose the all worst agents through 

Equation (35) 

 Renew the position of the worst agents using 

Equation (36) 

 Renew the best gas ,a bestR , and the best search agent

bestR using Equation (32) 

End while 
1k k= +  

Return 
bestR  

 

2.6.2.1. DRN Architecture 

The architecture of DRN (Chen et al., 2019) comprises 

several layers, like linear layer, convolutional (Conv) layer, re- 

sidual layer and average pooling layer. The unhealthy plant im- 

age Г is given to the DRN input. The schematic diagram of 

DRN is given in Figure 4. 
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Figure 4. Architecture of DRN. 

 

(a) Conv Layer 

The Conv layer is indicated as: 
 

( ) ( ) ( )

1 1

, ,
0 0

2
c i k c s i

c i

P e
 − −

+ +
= =

 =    (37) 

 

( )
1

0

1 *
inX

W
W

P e T
−

=

 =   (38) 

 

where preceding layer 2D outcome is Ф, k and s are employed 

to documented the coordinates, Г indicates φ × φ kernel ma- 

trix that is the learnable attribute selected during the process of 

training, and c and i represents the position kernel matrix index. 

Thus, TW shows the kernel size Wth input neuron, and * signifies 

the cross-correlation operator.  

 

(b) Pooling Layer 

The pooling layer input and output matrix is depicted as 

follows: 
 

1in a

out

r
r





−
= +  (39) 

 

1in b

out

x
x





−
= +  (40) 

 

where rin denotes the input matrix width, xin depicts the input 

matrix span, rout and xout signifies the final result, ρa and ρb 

denotes kernel size-based width and height. 

 

(c) Activation Function 

Non-linear activation function activated the non-linearity 

of extracted objects from images. It engaged ReLU for classi- 

fying the images and the expression is depicted as: 

 

( )
0; 0

Re
; 0

LU
 

 = 
  

 (41) 

 

where Ф denotes feature. 

 

(d) Batch Normalization 

Here, mini batches are formed by the division of training 

data. This process is used to achieve tradeoff between predic- 

tion intricacy and the convergence. It improves the reliability 

and training speed by modifying the activation, in which the 

normalization is performed in the input layer during scaling. 

 

(e) Residual Blocks 

The Conv layers’ shortcut relationships are established us-

ing the residual block. The size matching factor is applied when 

the input and output are not in same size. Otherwise, the input 

is linked directly to the outcome: 

 

( )D =  +  (42) 

 

( )D C =  +   (43) 

 

where Ф and o denote the blocks of input and output, D depicts 

the association among mapping, and C demonstrates the di-

mension matching factor. 

 

(f) Linear Classifier 

The linear classifier classified the unhealthy plant image 
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into several diseases from the classified image Г. The linear 

classifier is formed by adding up the softmax function and fully 

connected layer: 

 

U V V M L M
C Y

  
=  +  (44) 

 

Here, CU×V demonstrates the matrix weight, ФV×M signi- 

fies the input feature map, and YL×M denotes bias. The DRN ar-

chitecture result is depicted as o, which means the obtained 

classified output is BLB, blast or brown spot diseases. 

 

2.6.2.2. Training Procedure of DRN 

The DRN training process is explained in this section. The 

DRN weights are tuned by the implemented RHGSO algorithm. 

Thus, the rice plant diseases classification is performed, and it 

obtains better performance by combining ROA with HGSO al- 

gorithm.  

3. Results and Discussion 

This section depicts the results and discussion of imple- 

mented approach for the rice plant leaf diseases identification 

and classification.  

 

3.1. Experimental Setup 

The developed rice plant disease detection and classifi- 

cation is implemented in python tool version 3.7.6 using rice 

plant dataset and rice disease dataset. 

 

3.2. Performance Metrics 

For the implemented rice leaf diseases classification met- 

rics are sensitivity, accuracy, specificity, and F1-score. 

 

3.3. Experimental Results 

Figure 5 depicts the experimental outcomes obtained by 

the devised technique. Figure 5(a) shows the input image-1 and 

2, Figure 5(b) depicts the pre-processed image-1 and 2, and 

Figure 5(c) illustrates the output of segmented image-1 and 2. 

 

3.4. Performance Analysis 

The performance analysis of devised techniques with dif- 

ferent iteration is displayed in this section. 

 

3.4.1. Performance Analysis of Developed RHGSO-Based 

DNFN for First Level Classification 

Figure 6 shows the effectiveness analysis of developed first 

level classification based on varying the training data. Figure 

6(a) illustrates the accuracy analysis of first level classification. 

For iteration 25, 50, 75 and 100, the accuracy achieved by the 

implemented approach is 0.877, 0.903, 0.918 and 0.924 by con-

sidering 90% training data. Figure 6(b) illustrates the sensiti-

vity analysis of first level classification. The sensitivity for the 

iteration = 25 is 0.804, for the iteration = 50, the achieved sen-

sitivity is 0.872, for the iteration = 75, the achieved sensitivity 

is 0.8774, and for the iteration = 100, the achieved sensitivity 

is 0.899 when the training data is 80%. Figure 6(c) illustrates 

the specificity analysis of first level classification. For the train-

ing data = 70%, then the specificity achieved by the developed 

model is 0.731, 0.771, 0.783 and 0.792, while the iteration is 

25, 20, 75 and 100, respectively. The analysis of first level clas-

sification based on F1-score is illustrated in Figure 6(d). For 

the training data = 80%, then the specificity achieved by the 

implemented model is 0.785, 0.831, 0.841, and 0.871, while the 

iteration is 25, 20, 75 and 100, respectively. 

 

 

Figure 5. Experimental outcomes of developed method. 

 

3.4.2. Performance Analysis for Second Level Classification 

Figure 7 illustrates the effectiveness analysis of second 

level classification, named RHGSO-based DRN. Figure 7(a) 

represents the performance analysis of devised classification 

method based on accuracy. The RHGSO-based DRN achieved 

0.885, 0.875, 0.894 and 0.930 accuracy, for the training data is 

90% with iteration 25, 50, 75, and 100. The sensitivity analysis 

is given in Figure 7(b). When the training data = 60%, the cor- 

responding sensitivity value achieved by the developed model 

is 0.761, 0.790, 0.849 and 0.859 for the iterations 25, 50, 75 

and 100. Figure 7(c) depicts the specificity analysis of devel- 

oped second level classification. For training data is 70%, then 

the specificity is 0.699 for the iteration = 25, the 0.746 for the 

iteration = 50, 0.759 for the iteration = 75, and 0.772 for the it- 
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eration = 100. The analysis of first level classification based on F1-score is illustrated in Figure 7(d). For the training data = 70%, 

 

Figure 6. Performance analysis of first level classification. 

 

 

Figure 7. Performance analysis of second level classification. 

 

then the specificity achieved by the developed model is 0.762, 

0.795, 0.833, and 0.861, while the iteration is 25, 20, 75 and 100, 

respectively. 

 

3.5. Competitive Methods 

The performance improvement of the developed method 

is analysed using various existing approaches, like Deep CNN 

(Li et al., 2020), Multi-level colour image thresholding (Bakar 

et al., 2018), SVM (Chawal and Panday, 2019), RWW-based 

neural network (NN) (Daniya and Vigneshwari 2021), RSW-

based Deep RNN, Simple CNN (Rahman et al., 2020), DENS-

INCEP (Chen et al., 2020), and CNN + SVM (Liang et al., 

2019). 
 

3.6. Comparative Analysis 

This section represents the comparative analysis of devel- 

oped RHGSO-based DNFN and RHGSO-based DRN techni-

que by varying training data. 
 

3.6.1. Comparative Analysis for First Level Classification 

Figure 8 illustrates the comparative analysis of first level  

classification, named RHGSO-based DNFN. Figure 8(a) repre-  
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Figure 8. Comparative analysis of first level classification. 

 

 

Figure 9. Comparative analysis of second level classification. 

 

sents the comparative analysis of implemented classification 

method based on accuracy. For the training data is 90%, the ac- 

curacy offered by the RHGSO-based DNFN is 0.924, and the 

existing approaches, like Multi-level colour image threshold- 

ing, Deep CNN, RWW-based NN, SVM, RSW-based Deep RNN, 

Simple CNN, DENS-INCEP, and CNN + SVM achieved the 

accuracy of 0.813, 0.790, 0.878, 0.853, 0.890, 0.805, 0.825, and 

0.887. Here, developed RHGSO-based DNFN obtained a per-

centage improvement of 12.02, 14.56, 5.00, 7.70, 3.66, 12.91, 

10.75, and 4.04%, while compared with the comparison meth-

ods. Furthermore, Figure 8(b) indicates the analysis of devel-

oped RHGSO-based DNFN using sensitivity. The sensitivity 

obtained by existing methods are 0.795, 0.773, 0.858, 0.845, 

0.866, 0.785, 0.821, and 0.860, and developed RHGSO-based 

DNFN achieved 0.899 for 80% of training data and the perfor-

mance improvement is 11.47, 13.98, 4.54, 5.97, 3.57, 12.64, 

8.63, and 4.33%, with other methods. The specificity value ob-

tained by Deep CNN is 0.664, Multi-level colour image thre-

sholding is 0.686, SVM is 0.717, RWW-based NN is 0.751 

RSW-based Deep RNN is 0.778, Simple CNN is 0.674, DENS-

INCEP is 0.695, and CNN + SVM is 0.763, and developed 

RHGSO-based DNFN is 0.8 for 80% of training data. Figure   
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Table 2. Comparative Discussion for 1st Level Classification 

Parameter 
Deep 

CNN 

Multi-

level color 

image 

threshold 

SVM 
RWW-

based NN 

RSW-

based 

Deep 

RNN 

Simple 

CNN 

DENS-

INCEP 

CNN+SV

M 

Proposed 

RHGSO-

based 

DNFN 

Accuracy 0.7901 0.8136 0.8536 0.8785 0.8909 0.8054 0.8254 0.8875 0.9248 

Sensitivity 0.7894 0.8330 0.8662 0.8893 0.8983 0.7954 0.8412 0.8901 0.9315 

Specificity 0.6909 0.7029 0.7895 0.7907 0.8085 0.7001 0.7541 0.8014 0.8374 

F1-score 0.7654 0.8142 0.8412 0.8654 0.8745 0.7785 0.8254 0.8696 0.9014 

 

Table 3. Comparative Discussion for 2nd Level Classification 

Parameter 
Deep 

CNN 

Multi-

level color 

image 

threshold 

SVM 
RWW-

based NN 

RSW-

based 

Deep 

RNN 

Simple 

CNN 

DENS-

INCEP 

CNN+SV

M 

Proposed 

RHGSO-

based 

DNFN 

Accuracy 0.7901 0.8136 0.8536 0.8785 0.8909 0.8054 0.8254 0.8875 0.9248 

Sensitivity 0.7894 0.8330 0.8662 0.8893 0.8983 0.7954 0.8412 0.8901 0.9315 

Specificity 0.6909 0.7029 0.7895 0.7907 0.8085 0.7001 0.7541 0.8014 0.8374 

F1-score 0.7654 0.8142 0.8412 0.8654 0.8745 0.7785 0.8254 0.8696 0.9014 

 

8(d) displays the F1-score analysis of devised RHGSO-based 

DNFN. The F1-score obtained by Deep CNN is 0.725, Multi-

level colour image thresholding is 0.743, SVM is 0.814, RWW-

based NN is 0.865, RSW-based Deep RNN is 0.875, Simple 

CNN is 0.778, DENS-INCEP is 0.825, and CNN + SVM is 

0.870, and implemented approach is 0.887 for 80% of training 

data.  

 

3.6.2. Comparative Analysis for Second Level Classification 

Figure 9 illustrates the comparative analysis of second lev- 

el classification, named RHGSO-based DRN. Figure 9(a) indi- 

cates the accuracy analysis of RHGSO-based DRN. The accu- 

racy obtained by existing Deep CNN is 0.765, Multi-level col- 

our image thresholding is 0.783, SVM is 0.845, RWW-based 

NN is 0.813, RSW-based Deep RNN is 0.868, Simple CNN is 

0.771, DENS-INCEP is 0.799, and CNN + SVM is 0.866, and 

developed RHGSO-based DRN achieved 0.891 for 80% of train- 

ing data. The improved percentage is 12.11, 14.18, 2.90, 8.75, 

2.64, 13.50, 10.46, and 2.88%, with other existing methods. Sim-

ilarly, Figure 9(b) represents the sensitivity analysis of develop-

ed classification method. For the training data is 90%, then the 

RHGSO-based DRN sensitivity is 0.945, then the existing ap-

proaches, like Deep CNN is 0.798, Multi-level colour image 

thresholding is 0.829, SVM is 0.859, RWW-based NN is 0.895, 

RSW-based Deep RNN is 0.9, Simple CNN is 0.814, DENS-

INCEP is 0.833, and CNN + SVM is 0.900. The percentage im-

provement is 15.58, 12.30, 9.13, 5.30, 4.78, 13.92, 11.99, and 

4.91%, while compared with the existing techniques. Figure 9(c) 

displays the specificity analysis of RHGSO-based DRN. The 

specificity obtained by Deep CNN is 0.651, Multi-level colour 

image thresholding is 0.694, SVM is 0.716, RWW-based NN is 

0.758, RSW-based Deep RNN is 0.782, Simple CNN is 0.666, 

DENS-INCEP is 0.701, and CNN + SVM is 0.779, and devel-

oped RHGSO-based DNFN is 0.806 for 80% of training data. 

Figure 9(d) displays the analysis of devised RHGSO-based 

DNFN with respect to F1-score through varying percentage of 

training data. The F1-score value obtained by Deep CNN is 0.714, 

Multi-level colour image thresholding is 0.7325, SVM is 0.785, 

RWW-based NN is 0.833, RSW-based Deep RNN is 0.851, 

Simple CNN is 0.725, DENS-INCEP is 0.765, and CNN + SVM 

is 0.841, and developed RHGSO-based DNFN is 0.875 for 80% 

of training data.  
 

3.7. Comparative Discussion 

Tables 2 and 3 show the comparative discussion of first lev-

el classification and second level classification, corresponding-

ly. By considering the 1st level classification the accuracy is 0.925, 

which is 12.02, 14.56, 5.01, 7.69, 10.75, 3.66, 12.91, and 4.04%, 

better than the existing Multi-level colour image thresholding, 

Deep CNN, RWW-based NN, SVM, Simple CNN, RSW-based 

Deep RNN, DENS-INCEP, and CNN + SVM, respectively. 

While considering the sensitivity, the existing RSW-based Deep 

RNN has sensitivity of 0.898, which is 3.56% minimum than 

the proposed technique. Likewise, the specificity of the exist-

ing Deep CNN is 0.691, which is 17.49% minimum than the 

proposed RHGSO-based DNFN. The devised RHGSO-based 

DNFN has the F1-score of 0.901, which is 2.98% better than 

the existing RWW-based NN. 

By considering the 2nd level classification the accuracy of 

the devised RHGSO-based DRN is 0.930, which is 10.69, 16.00, 

5.67, 8.15, 14.18, 4.27, 9.57, and 4.98%, better than the exist-

ing Multi-level colour image thresholding, Deep CNN, RWW-

based NN, SVM, Simple CNN, RSW-based Deep RNN, DENS-

INCEP, and CNN + SVM, respectively. Similarly, the sensiti-

vity of the proposed RHGSO-based DRN is 0.946, which is 

15.58% better than the existing Deep CNN. Likewise, the sen-

sitivity is 5.09% superior to existing RSW-based Deep RNN. 

The F1-score is 3.15% superior to existing RSW-based Deep 

RNN. The conclusion is the effectiveness of the current both 

levels of classification is superior to the existing methods.  
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4. Conclusions  

This paper presents the developed two-level classifica-

tions, named RHGSO-based DNFN and RHGSO-based DRN. 

The pre-processing process is made and then performing the 

segmentation process using deep fuzzy clustering to segment 

the affected area. The feature extraction process is made to ex- 

tract the features, like statistical features, entropy, LOOP and 

LGXP and CNN features. Then, the data augmentation process 

is done by increasing the size of extracted features. The first 

level classification is completed to classify the image as either 

healthy or unhealthy using DNFN. Then, the second level clas-

sification is performed on the unhealthy images in order to clas-

sify the three diseases like blast, BLB and brown spot using 

DRN. In the first level classification, the developed RHGSO-

based DNFN achieved the better accuracy, sensitivity, specifi-

city, and F1-score of 0.925, 0.932, 0.837, and 0.901, whereas 

the second level classification achieved the better accuracy, 

sensitivity, specificity, and F1-score of 0.930, 0.946, 0.838, and 

0.9142. The future enhancement of this work can be done by 

including other optimization approaches. 
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Appendix A. Nomenclature 

Abbreviations Definition 

DL Deep Learning 

ROI Region of Interest  

CNN Convolutional Neural Network 

LOOP Local Optimal-Oriented Pattern 

LGXP Local Gabor XOR Pattern 

DNFN Deep Neuro-Fuzzy network 

RHGSO Rider Henry Gas Solubility 

Optimization 

ROA Rider Optimization Algorithm 

HGSO Henry Gas Solubility Optimization 

DRN Deep Residual Network 

BLB Bacterial Leaf Blight 

SVM Support Vector Machine 

VGG Visual Geometry Group 

LBP Local Binary Pattern 

LDP Local Directional Pattern 

LXP Local XOR Pattern 

ReLU Rectified Linear Unit 

RWW-based NN RideSpider Water Wave-based 

Neural Network 

RSW Resistance Spot Welding 

DENS-INCEP DenseNet-Inception 
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